SUB-RIEMANNIAN SPHERE IN MARTINET FLAT CASE

A. AGRACHEV, B. BONNARD, M. CHYBA, AND I. KUPKA

ABSTRACT. This article deals with the local sub-Riemannian geometry on $\mathbb{R}^3$, $(D,g)$ where $D$ is the distribution $\ker \omega$, $\omega$ being the Martinet one-form: $dz = \frac{1}{2} y^2 dx$ and $g$ is a Riemannian metric on $D$. We prove that we can take $g$ as a sum of squares $a dx^2 + cdz^2$. Then we analyze the flat case where $a = c = 1$. We parametrize the set of geodesics using elliptic integrals. This allows to compute the exponential mapping, the wave front, the conjugate and cut loci, and the sub-Riemannian sphere. A direct consequence of our computations is to show that the sphere is not sub-analytic. Some of these computations are generalized to a one parameter deformation of the flat case.

1. Introduction

In this article we consider the sub-Riemannian geometry $(M, D, g)$ where $M$ is the real analytic manifold $\mathbb{R}^3$, $D$ is the distribution $\ker \omega$, $\omega$ being Martinet one-form $dz = \frac{1}{2} y^2 dx$, where $q = (x, y, z)$ are the coordinates of $\mathbb{R}^3$ and $g$ is an analytic Riemannian metric on $D$. Since on $D$, $dz = \frac{1}{2} y^2 dx$, $g$ can be written $a(q) dx^2 + 2b(q) dx dy + c(q) dy^2$. When $a, b, c$ are not depending on $z$ the problem is said isoperimetric.

An admissible curve is an absolutely continuous curve $\gamma : [0, T] \mapsto \mathbb{R}^3$ such that $\dot{\gamma}(t) = \frac{d\gamma(t)}{dt} \in D(\gamma(t)) \setminus \{0\}$ for almost every $t$. Let $(,)$ be the scalar product defined by $g$. The length of an admissible curve is:

$$L(\gamma) = \int_0^T (\dot{\gamma}(t), \dot{\gamma}(t))^{\frac{1}{2}} dt$$

and the energy of $\gamma$ is:

$$E(\gamma) = \int_0^T (\dot{\gamma}(t), \dot{\gamma}(t)) dt.$$

Let $q_0, q_1 \in \mathbb{R}^3$, a minimizing curve joining $q_0$ to $q_1$ is an admissible curve $\gamma : [0, T] \mapsto \mathbb{R}^3$ joining $q_0$ to $q_1$ with minimal length and the length of $\gamma$ defines the sub-Riemannian distance $d_{SR}$ between $q_0$ and $q_1$. 
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In the Martinet flat case, a standard existence theorem due to Filippov [26] and the maximum principle [32] allows to show the existence of such minimizer in the analytic category. Hence in the sequel we shall restrict our study to analytic admissible curves.

Let \( F_1, F_2 \) be two analytic vector fields such that \( D = \text{Span}\{F_1, F_2\} \). Hence an admissible (analytic) curve is solution of the control system:

\[
\frac{d\gamma(t)}{dt} = \sum_{i=1}^{2} a_i(t) F_i(\gamma(t)),
\]

where \( a : [0,T] \to (a_1(t), a_2(t)) \) is the unique analytic control associated to \( \gamma \). The two following remarks can save a lot of computations in sub-Riemannian geometry. First, the length of a curve is not depending on its parametrization. Hence, we can assume the curves parameterized by arc-length

\[
(\gamma(t), \dot{\gamma}(t)) = 1,
\]

and in this case, the length minimizing problem is equivalent to the time optimal control problem. Secondly, if all the curves are defined on the same interval, the length and energy minimizing problems are equivalent.

To carry out the computations of minimizers, it is convenient to use maximum principle. According to this principle, minimizers can be selected among a restricted set of curves. Let us introduce the Hamilton function:

\[
H_\lambda(q, p, u) = \langle p, F(q)u \rangle - \lambda \langle F(q)u, F(q)u \rangle
\]

where \( p = (p_x, p_y, p_z) \in \mathbb{R}^3 \), \( \lambda \) is a constant equals to 0 or \( \frac{1}{2} \), \((p, \lambda)\) is non-zero, \( \langle , \rangle \) is the standard scalar product and \( F(q)u \) denotes \( \sum_{i=1}^{2} a_i F_i(u) \). A bi-extremal is an absolutely continuous curve \((\gamma, p)\), defined on \([0,T]\) where \((\gamma, p, u)\) is solution for almost every \( t \) of the following equations

\[
\frac{d\gamma}{dt} = \frac{\partial H_\lambda}{\partial p}(\gamma, p, u), \quad \frac{dp}{dt} = -\frac{\partial H_\lambda}{\partial \gamma}(\gamma, p, u) \quad (1.1)
\]

\[
\frac{\partial H_\lambda}{\partial u}(\gamma, p, u) = 0. \quad (1.2)
\]

Its projection \( \gamma \) on \( \mathbb{R}^3 \) is called a geodesic. From the maximum principle, a minimizer is a geodesic.

When we study the bi-extremal curves, we must distinguish between two cases. If \( \lambda = 0 \), the bi-extremal is called abnormal and if \( \lambda \neq 0 \), it is called normal and the associated geodesics are respectively called abnormal and normal. A geodesic is called strictly abnormal (respectively strictly normal) if it is the projection of an abnormal (respectively normal) bi-extremal but not of a normal (respectively abnormal) one.

In the normal case, equation (1.2) can be solved as follows. Since it is linear with respect to \( u \), the control solution can be computed as an analytic mapping \( \tilde{u} : (\gamma, p) \mapsto \mathbb{R}^2 \). We plug \( \tilde{u} \) in \( H_\lambda \), and we set \( H_n(\gamma, p) = H_\lambda(\gamma, p, \tilde{u}) \), where \( \lambda = \frac{1}{2} \). Now using (1.1) and (1.2), we observe that the bi-extremal \((\gamma, p)\) is solution of the analytic differential Hamiltonian equation

\[
\frac{d\gamma}{dt} = \frac{\partial H_n}{\partial p}(\gamma, p), \quad \frac{dp}{dt} = -\frac{\partial H_n}{\partial \gamma}(\gamma, p). \quad (1.3)
\]

This computation is straightforward if $F_1, F_2$ are taken orthonormal. If we set $P_i = \langle p_i F_i(q) \rangle$ for $i = 1, 2$, the Hamilton function $H_n$ takes the form

$$\frac{P_1^2 + P_2^2}{2}.$$

Similarly, the computations of abnormal bi-extremals is straightforward. When $\lambda = 0$, the constraint (1.2) is

$$\langle p, F_i(\gamma) \rangle = 0, \quad i = 1, 2$$

and if we differentiate twice equation (1.4), we get that abnormal geodesics are contained in the set $\det (F_1, F_2, [F_1, F_2]) = 0$ which is the plane $y = 0$ corresponding to the points where $\omega$ is not a contact form and are the lines $z = z_0$. The set $y = 0$, which has an important geometric meaning is called the Martinet surface.

Consider now arc-length parametrized curves. We fix $q_0 \in \mathbb{R}^3$ and let $\gamma(t, q_0, p_0), p(t, q_0, p_0)$ be the solution of (1.3) starting at $t = 0$ from $(q_0, p_0)$. It is contained in the level set $H_n = \frac{1}{2}$. The exponential mapping is the map:

$$\exp_{q_0} : (p_0, t) \mapsto \gamma(t, p_0, q_0).$$

The point $q_1$ is said to be conjugate to $q_0$ along $\gamma$ if there exists $(p_0, t_1)$ such that $\gamma(t) = \exp_{q_0} (p_0, t)$, $q_1 = \exp_{q_0} (p_0, t_1)$, $t_1 > 0$ and the exponential mapping is not an immersion at $(p_0, t_1)$. The conjugate locus $C(q_0)$ is the set of first conjugate points along the curves $\gamma$, when we consider all the geodesics starting from $q_0$. Observe that the exponential mapping is defined on $C \times \mathbb{R}$, where $C$ is the cylinder parametrized by $P_1^2 + P_2^2 = 1$ at $q_0$, if $F_i$ are taken orthonormal. The non compact nature of $C$ is the main problem when we study the exponential mapping. Let $\gamma$ be a geodesic corresponding to a normal or an abnormal bi-extremal and starting from $q_0$. The first point $q_1 \neq q_0$ where $\gamma$ ceases to be minimizing is called the cut point and the set of such points when $\gamma$ varies form the cut-locus $L(q_0)$. The sub-Riemannian sphere with radius $r > 0$ is the set $S(q_0, r)$ of points which are at sub-Riemannian distance $r$ from $q_0$. The wave front, of length $r$, is the set $W(q_0, r)$ of end-points of geodesics with length $r$ starting from $q_0$.

One of the main problem in sub-Riemannian geometry is the study of the exponential mapping in order to give estimates and a geometric description of the conjugate and cut loci, of the sphere and the wave front. Related works to this problem are the following. In a pioneering contribution [11], Brockett has analyzed the Heisenberg case, where $M$ is the 3-dimensional Heisenberg group, $D$ is a left invariant contact distribution and $g$ is left invariant. Very recently, the sub-Riemannian sphere with small radius was computed, when $D$ is $\ker \omega$, $\omega$ being a contact form in $\mathbb{R}^3$ and $g$ is a generic metric [2], [17]. It appears that the general case is a perturbation of the Heisenberg case. The object of this article is to pursue the analysis by considering the Martinet situation where $D = \ker \omega$, $\omega$ being $dz - \frac{1}{2} y^2 dx$.

The main results of this article are threefolds.

First we clarify the geometry of the problem by computing a normal form for the pair $(D, g)$, the group action $G$ being induced by the following two set of transformations

(i) $q \mapsto Q = \varphi(q)$ where $\varphi$ is a germ of analytic diffeomorphism on $\mathbb{R}^3$;
(ii) feedback transformation of the form \( u \mapsto v = \theta(q)u \), where \( q \mapsto \theta(q) \in GL(2, \mathbb{R}) \), is a germ at 0 of an analytic mapping, and is preserving the metric \( g \). If \( D = \text{Span}\{F_1, F_2\} \), where \( F_1, F_2 \) are orthonormal vector fields, \( \theta(q) \in O(2) \) the set of orthogonal matrices.

We can formulate a first main result.

**Theorem 1.1.** Let \( (D, g) \) be such that \( D = \ker \omega, \omega = dz - \frac{1}{2}y^2dx \) and \( g \) is an analytic germ at 0 of a Riemannian metric on \( D : a(q)dx^2 + 2b(q)dxdy + c(q)dy^2 \). Then under the action of \( G \), we may assume \( b \equiv 0 \) and \( a(0) = c(0) = 1 \).

Technically the proof of this result is relevant for two reasons. First, we need to parametrize the set of germs of diffeomorphisms preserving the distribution \( \ker \omega \) and we improve a similar result obtained in [33], where only those tangent to the identity are computed. This parametrization is important to any geometric problem dealing with Martinet type distributions. Secondly, we show that the problem of computing our normal form is related to a Cauchy problem for a singular partial differential equation of the Briot-Bouquet type. This type of problem is studied in [18] and it allows to use a Cauchy-Kowaleska type theorem to get a convergent normal form in our situation.

In this normal form, the distribution is entirely normalized. Let us introduce the two vector fields: \( F_1 = \frac{\partial}{\partial x} + \frac{y^2}{2}\frac{\partial}{\partial z} \) and \( F_2 = \frac{\partial}{\partial y} \) such that \( D = \text{Span}\{F_1, F_2\} \). Hence the length of \( F_1, F_2 \) is given by

\[
(F_1, F_1) = a, \quad (F_2, F_2) = c
\]

and we get two orthonormal vector fields by setting

\[
\tilde{F}_1 = F_1/\sqrt{a}, \quad \tilde{F}_2 = F_2/\sqrt{c}
\]

and the two vector fields \((\tilde{F}_1, \tilde{F}_2)\) are a representation of \((D, g)\). Using the following gradation for the variables: the weight of \( x, y \) is one and the weight of \( z \) if three, the associated weights for vector fields being \(-1\) for \( \frac{\partial}{\partial x} \), \( \frac{\partial}{\partial y} \) and \(-3\) for \( \frac{\partial}{\partial z} \), we get a graded normal form using \((\tilde{F}_1, \tilde{F}_2)\). With this gradation, the flat case \( g = dx^2 + dy^2 \) corresponds precisely to collect only the terms of weight \(-1\) in the normal form. Hence in terms of normal form, the flat case in the Martinet case is the equivalent of the Heisenberg case when we analyse the contact situation as in [2], [17].

Therefore, the Martinet flat case has to be carefully studied. The second part of our work is to get a complete description of the conjugate and cut loci and of the sphere in this situation. We prove

**Theorem 1.2.** The intersection of the conjugate-locus \( C(0) \) and the cut-locus \( L(0) \) is empty. The cut locus \( L(0) \) is the Martinet surface \( y = 0 \) minus the abnormal geodesic \( z = 0 \). The intersection of the sphere \( S(0, r), r > 0 \) with the Martinet surface \( y = 0 \) is a closed curve \( k \mapsto c(k) \) around 0 which is the union of \( L(0) \) intersected with the sphere and two points \( z = \pm r, z = 0 \) representing the trace of the abnormal geodesic on the sphere. The graph of \( c \) is not sub-analytic. Hence the sphere and the sub-Riemannian distance are not sub-analytic.
This result illustrates the main difference between the contact and the Martinet case. In the Martinet case there exist abnormal geodesics. One object of this article is to prove that abnormal geodesics will cause a logarithmic singularity for the exponential mapping. The main technical tool to handle this problem is to use models where the set of geodesics can be computed by quadratures. In the Martinet flat case we need elliptic integrals. It is a precise measure of the transcendence of the problem. Using the catalogue of properties and estimates concerning elliptic integrals, we shall be able to estimate the conjugate-locus and to compute the cut-locus. Indeed our study will show that the cut-locus has a singularity similar to the singularity of Poincaré-Dulac return mapping for planar algebraic differential equations when computed for a section to a separatrix connecting two saddles [22].

The Martinet flat case is not a stable model to understand in general the role of abnormal geodesics in sub-Riemannian geometry when \( D \) is a Martinet type distribution. Indeed in the flat case an abnormal geodesic is not strictly abnormal. Hence a third contribution of our work is to build a one-parameter deformation of the flat case \((D_\varepsilon, g_\varepsilon)\) where for \( \varepsilon \neq 0 \), each abnormal geodesic is strictly abnormal. The deformation is constructed in order to get the set of geodesics integrable by quadratures. If we require to have a parametrization of geodesics with the lowest transcendence (this shall be precised later), the model chosen is

\[
(D_\varepsilon, g_\varepsilon) \text{ where } D_\varepsilon = \text{Span}\{F_1, F_2\}, \quad F_1 = (1 + \varepsilon y) \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial y} \text{ and } F_2 = \frac{\partial}{\partial y},
\]

and the metric \( g_\varepsilon \) is defined by taking \( F_1 \) and \( F_2 \) as orthonormal vector fields. In this model the Martinet surface is the set \( y = 0 \), when \( | y | < \frac{2}{\varepsilon} \) and the abnormal geodesics are the lines \( y = 0 \), \( z = z_0 \). If \( \gamma \) is the abnormal geodesic starting from 0 and parametrized by arc-length: \( t \mapsto (\pm t, 0, 0) \) we prove the following result.

**Theorem 1.3.** Let \( M \geq 0 \). Then the abnormal geodesic \( \gamma : t \mapsto (\pm t, 0, 0) \) is \( C^0 \)-isolated in the set of geodesics of length less than \( M \).

A similar result has been obtained in the unpublished preprint [23], but we use a simpler model which shortens the proof. Also we evaluate the exponential mapping in the neighborhood of the abnormal geodesic. In particular we show the persistence for \( \varepsilon \neq 0 \) of the logarithmic term which causes the fact that the sphere is not sub-analytic in the Martinet flat case. Besides it will allow to evaluate the trace of the sub-Riemannian sphere with the Martinet plane \( y = 0 \), near the abnormal geodesic.

These three theorems are a first step in order to understand the general case. Our approach is a mechanical approach to the problem founded on an analysis of the whole set of geodesics which are solutions of a differential equation integrable by quadratures. This approach has the advantage to select geodesics which play a central role in our analysis. Of course, it has to be completed by purely analytical methods to analyze the general situation. It will be the purpose of a series of forthcoming articles.

The organisation of this article is the following. In section 2, we compute a normal form for the sub-Riemannian geometry \((D, g)\), where \( D \) is a Martinet
type distribution. In section 3 we present two geometric properties which are elementary but crucial in the effective computation of the conjugate locus. In section 4, we analyse the Martinet flat case: we parametrize the set of geodesics and we evaluate the conjugate locus. Then we describe the cut-locus and the sphere. The section 5 is devoted to the analysis of a one-parameter deformation of the flat case. Endly an appendix contains commented numerical simulations concerning the conjugate locus and the sub-Riemannian sphere using algorithms related to our work.

2. Sub-Riemannian geometry with a Martinet type distribution

The analysis of a geometry contains three steps: compute a complete set of invariants, find a normal form and analyze the structure of the orbits set. The section is devoted to the first two steps in a sub-Riemannian geometry with a Martinet type distribution.

2.1. Geodesics

Definition 2.1. Consider a control system defined on an open set $U \subset \mathbb{R}^n$:

$$\frac{dx(t)}{dt} = \sum_{i=1}^{m} a_i(t) F_i(x(t))$$

(2.1)

where $x = (x^1, \ldots, x^n)$ are the coordinates in $\mathbb{R}^n$, $\{F_1, \ldots, F_m\}$ are $m$ $C^\infty$ independant vector fields on $U$ and the set of admissible controls $U$ is the set of smooth mappings $u : [0, T[u]] \rightarrow \mathbb{R}^m$. Let $D$ be the distribution $\text{Span}\{F_1, \ldots, F_m\}$. A smooth sub-Riemannian metric $g$ is a $C^\infty$ positive definite quadratic form on $D$. To compute geodesics it is convenient to assume that the $F_i$ are taken orthonormal. The length and the energy of a smooth admissible curve are then

$$L(\gamma) = \int_0^T \left( \sum_{i=1}^{m} a_i^2(t) \right)^{\frac{1}{2}} dt, \quad E(\gamma) = \int_0^T \sum_{i=1}^{m} a_i^2(t) dt.$$ 

To compute the geodesics we shall use the following notations: $T^*U$ is the cotangent space and $(x, p)$ its coordinates, where $p = (p_1, \ldots, p_n)$. The Liouville form is the form on $T^*U : \alpha = \sum_{i=1}^{n} p_i dx^i$ and $T^*U$ is endowed with its canonical structure defined by the two form $\omega = d\alpha$. Let $H : T^*U \rightarrow \mathbb{R}$ be a smooth function, $\vec{H}$ denote the Hamiltonian vector field defined by $i_{\vec{H}}(\omega) = -dH$. If $H_1, H_2$ are smooth functions on $T^*U$ the Poisson-bracket is $dH_1(\vec{H}_2) = \{H_1, H_2\}$.

Having restricted $U$ if necessary, let $\{F_{m+1}, \ldots, F_n\}$ be $n-m$ smooth vector fields on $U$ such that for each $x \in U$, $\text{Span}\{F_i(x) : i = 1, \ldots, n\} = T_x U$, tangent space at $x$. We introduce the $n$ functions on $T^*U$, $P_i = \langle p, F_i(x) \rangle$, where $\langle \cdot \rangle$ is the standard inner product and we set

$$H_\lambda(x, p, u) = \sum_{i=1}^{m} u_i P_i + \lambda \sum_{i=1}^{m} u_i^2,$$ 

where $\lambda$ is a scalar equal to 0 or $-\frac{1}{2}$ and the vector $(p, \lambda)$ is non zero.
Definition 2.2. A (smooth) bi-extremal is a curve \( t \mapsto (x(t), p(t)) \) on \( T^*U \) such that \((x(\cdot), p(\cdot), u(\cdot))\) is solution of the following equations

\[
\frac{d}{dt} \frac{dH_\lambda}{dp} = \frac{\partial H_\lambda}{\partial x}, \quad \frac{d}{dt} \frac{\partial H_\lambda}{\partial p} = -\frac{\partial H_\lambda}{\partial x}
\]  
(2.2)

\[
\frac{\partial H_\lambda}{\partial u} = 0.
\]  
(2.3)

It is called normal if \( \lambda = -\frac{1}{2} \) and abnormal if \( \lambda = 0 \). Its projection on the \( x \)-space is called a normal (resp. abnormal) geodesic. A geodesic can be both normal and abnormal. If it is a projection of an abnormal bi-extremal but not a normal one it is called strictly abnormal. It is called strictly normal if it is not abnormal.

Proposition 2.3. Let \((x, p)\) be a normal bi-extremal. Then the corresponding control can be written \( \dot{u} = (P_1, ..., P_m) \) and the curve \((x, p)\) is solution of the Hamiltonian vector field \( \tilde{H}_\lambda \), where \( H_n = \frac{1}{2} \sum_{i=1}^m P_i^2 \). Hence \( H_n \) is a first integral and arc-length parametrized bi-extremals are contained in the level set \( H_n = \frac{1}{2} \).

Proof. From \( \frac{\partial H_\lambda}{\partial u} = 0 \), \( \lambda = -\frac{1}{2} \), we get \( u_i = P_i \) for \( i = 1, ..., m \). Replacing \( u_i \) by \( P_i \) in \( H_\lambda \), we obtain \( H_\lambda = \frac{1}{2} \sum_{i=1}^m P_i^2 \). Since \( \frac{\partial H_\lambda}{\partial u} = 0 \), the curve \( t \mapsto (x(t), p(t)) \) is solution of the Hamiltonian vector field.

Proposition 2.4. Assume \( m = 2 \). Let \( S_i = \{(x, p) \in T^*U; \{P_1, P_2\}, P_i = 0\} \) for \( i = 1, 2 \) and set \( S = S_1 \cap S_2 \). Let \( z: t \mapsto (x(t), p(t)) \) be an abnormal bi-extremal such that \( \dot{z}(t) \neq 0 \) for each \( t \) and the curve \( t \mapsto z(t) \) is contained in \( T^*U \setminus S \). Then the control \( u = (u_1, u_2) \) can be computed as the unique solution on the projective space \( P^2 \) of the equation

\[
u_1 \{\{P_1, P_2\}, P_1\}(z) + u_2 \{\{P_1, P_2\}, P_2\}(z) = 0.
\]

If we set \( H_a = P_1 \{\{P_1, P_2\}, P_1\} - P_2 \{\{P_1, P_2\}, P_1\} \), then \( t \mapsto z(t) \) is a reparametrized solution of \( H_a \) starting at \( t = 0 \) from the set

\[
P_1 = P_2 = \{P_1, P_2\} = 0.
\]

Proof. Since \( \lambda = 0 \), \( H_\lambda \) is reduced to \( \sum_{i=1}^2 u_i P_i \) and \( \frac{\partial H_\lambda}{\partial u} = 0 \) implies

\[
P_1(z(t)) = P_2(z(t)) = 0.
\]

Differentiating with respect to \( t \) and using \( u(t) \neq 0 \), we get

\[
\{P_1, P_2\}(z(t)) = 0.
\]

If we differentiate once more, we obtain the equation

\[
\sum_{i=1}^2 u_i(t) \{\{P_1, P_2\}, P_i\}(z(t)) = 0.
\]

Since \( t \mapsto z(t) \) lies in \( T^*U \setminus S \), it can be solved as follows. One may assume \( \{\{P_1, P_2\}, P_1\}(z(t)) \neq 0 \), hence

\[
u_1 = -\frac{u_2 \{\{P_1, P_2\}, P_2\}}{\{\{P_1, P_2\}, P_1\}}.
\]

Therefore \( t \mapsto z(t) \) is a reparametrized solution corresponding to the vector field \( \tilde{H}_\lambda \).

\[\square\]
2.2. Computations in the Martinet Case.

**Definition 2.5.** We denote by \( q = (x, y, z) \) the coordinates in \( \mathbb{R}^3 \), \( p = (p_x, p_y, p_z) \) being the dual variable. The Lie bracket of two smooth vector fields \( F, G \) is computed with the convention

\[
[F, G](q) = \frac{\partial F}{\partial q}(q)G(q) - \frac{\partial G}{\partial q}(q)F(q).
\]

In particular if \( p_i = \langle p, F_i(q) \rangle \), one has the identity \( \{p_1, p_2\} = \langle p, [F_1, F_2] \rangle \).

Let \( F_1, F_2 \) be the germs at 0 of two smooth vector fields and set \( D = \text{Span}\{F_1, F_2\} \). Assume \( D \) is of rank 2 at 0. The point 0 is called a Darboux point if the vector fields \( F_1, F_2 \) are independant at 0. Then \( D = \ker \omega \), where \( \omega \) is a contact form. The point 0 is called a Martinet point if

(i) \( F_1, F_2, [F_1, F_2] \) are independant at 0,

(ii) one of the two determinants \( D_i = \det(F_1, F_2, [[F_1, F_2], F_i]) \) for \( i = 1, 2 \) is non zero at 0.

It is well-known [33] that there exists a smooth (resp. analytic if \( F_1, F_2 \) are analytic) system of coordinates at 0 such that \( D \) can be written \( \ker \omega \), where \( \omega \) is Martinet canonical form. Hence \( D \) is generated by \( F_1, F_2 \) where

\[
F_1 = \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial z}, \quad F_2 = \frac{\partial}{\partial y}.
\]

Consider now a germ of a smooth metric on \( D \). It is defined by \( g = a(q)dx^2 + 2b(q)dxdy + c(q)dy^2 \) where \( a, b, c \) are germs at 0 of smooth functions. If \( g = dx^2 + dy^2 \), the metric is said flat.

**Lemma 2.6.** Assume that \( D = \ker \omega \), where \( \omega = dz - \frac{1}{2}y^2dx \). Then the set \( \Omega : \det(F_1, F_2, [F_1, F_2]) = 0 \) called the Martinet surface is the plane \( y = 0 \).

The abnormal geodesics are the lines \( y = 0, z = z_0 \).

**Proof.** We use proposition 2.4. Abnormal bi-extremals are solutions of

\[
P_1 = P_2 = \{p_1, p_2\} = 0, \quad \sum_{i=1}^{2} u_i\{\{p_1, p_2\}, p_i\} = 0.
\]

Computing we get

\[
[F_1, F_2] = \frac{\partial}{\partial z}, \quad [[F_1, F_2], F_1] = 0, \quad [[F_1, F_2], F_2] = \frac{\partial}{\partial z}.
\]

Since \( p \neq 0 \), the abnormal geodesics are contained in the Martinet surface \( \det(F_1, F_2, [F_1, F_2]) = 0 \), that is \( y = 0 \).

The associated controls satisfy

\[
u_1 D_1 + u_2 D_2 = 0, \quad \text{where } y = 0.
\]

Since \( D_1 = 0 \) and \( D_2 \neq 0 \), we get \( u_2 = 0 \). Choosing a parametrization we get the curves \( \gamma : t \mapsto (\pm t + x_0, 0, z_0) \). Using \( P_1 = P_2 = 0 \), the adjoint vector satisfies \( p_x = p_y = 0 \).

**Lemma 2.7.** Assume \( g = dx^2 + dy^2 \). Then the abnormal geodesics are not strictly abnormal.

**Proof.** The Hamilton function with \( \lambda = -\frac{1}{2} \) is:

\[
H_\lambda = p_x u_1 + p_y u_2 + p_z \frac{y^2}{2} u_1 - \frac{1}{2} (u_1^2 + u_2^2).
\]
Solving \( \frac{\partial H}{\partial u} = 0 \), we obtain:

\[
\begin{align*}
u_2 &= p_y, \quad u_1 = p_x + p_z \frac{y^2}{2}.
\end{align*}
\]

Normal bi-extremals are solutions of:

\[
\begin{align*}
x &= p_x + p_z \frac{y^2}{2} \\
y &= p_y \\
z &= \frac{y^2}{2} (p_x + p_z \frac{y^2}{2})
\end{align*}
\]

We check easily that the lines \( x = \pm t + x_0, y = 0, z = z_0 \) are solutions. Indeed they correspond to \( u_1 = \pm 1, u_2 = 0 \). Hence, with \( y = 0 \), we obtain \( p_y = 0, p_x = \pm 1 \) and \( p_z \) arbitrary constant. This proves that they are not strictly abnormal.

**Definition 2.8.** Consider the control systems defined by (2.1) where \( U \) is a neighborhood of 0 and the \( F_i \)'s are germs of smooth (resp. analytic) vector fields on \( U \). The set of such control systems can be identified to the set \( C \) of \( m \) vector fields \( (F_1, \ldots, F_m) \). The feedback group \( G_f \) is the transformation group induced by the following actions on \( C \):

(i) \( Q = \varphi(q) \), where \( \varphi \) is a smooth (resp. analytic) germ of diffeomorphism preserving 0,

(ii) feedback transformations \( v = \theta(q)u \), where \( \theta(q) \in GL(m, \mathbb{R}) \) and \( q \mapsto \theta(q) \) is a smooth (resp. analytic) germ at 0.

We can define the action of \( G_f \) on the set of germs at 0 of Hamiltonian vector fields as follows. The action of a feedback is trivial and a diffeomorphism acts by the canonical symplectic diffeomorphism \( \varphi \) induced by \( \varphi \).

Giving a germ at 0 of a metric \( g \) on \( D = \text{Span}\{F_1, \ldots, F_m\} \), we denote by \( G \) the subgroup of \( G_f \) using only feedback transformations preserving the metric \( g \).

In invariant theory, **covariants** are mappings which commute with the respective actions of \( G \). Both normal and abnormal bi-extremals provide covariants. First we have

**Lemma 2.9.** Assume that \( 0 \) is a Martinet point. Then the two mappings

\[
\begin{align*}
\lambda_1 : C &\rightarrow \text{Martinet surface}, \\
\lambda_2 : C &\rightarrow \text{unparametrized lines corresponding to abnormal geodesics},
\end{align*}
\]

are covariants.

**Proof.** This result can be deduced from [6]. Indeed abnormal geodesics are depending only on \( D \). To the control system (2.1), where \( m = 2 \), we can associate two affine control systems by taking \( u_1 = 1 \) and \( u_2 = 1 \). This fix locally the parametrization of admissible trajectories. The abnormal geodesics correspond to singular trajectories and \( \lambda_1, \lambda_2 \) are covariants for the induced action of the feedback group. Also observe that in the classification of [6], they correspond to exceptional trajectories, because the Hamiltonian is zero.

\[\square\]
Lemma 2.10. The mapping $\lambda_3 : (D, g) \mapsto \tilde{H}_n$ is a covariant.

Proof. The proof is a straightforward computation. It is simplified if we use orthonormal vector fields. Then a feedback $v = \theta(q)u$ preserving $g$ is such that $\theta(q) \in O(m, \mathbb{R})$, i.e. $^t\theta\theta = I$. \hfill \square

2.3. Normal form: isoperimetric case.

2.3.1. Statement of the problem. When computing a normal form for a pair $(D, g)$ near a Martinet point we have different choices using the previous covariants. We can normalize the distribution $D$ or the metric $g$. We adopt the first choice. Our study is localized near $0$ and $D$ is normalized to $\ker \omega$, where $\omega = dz - \frac{1}{2}y^2dx$. We shall first analyze the isoperimetric case, which is the important case in a graduated normal form and the generalization is straightforward. We use the following relations. The set $\mathcal{G}$ is the set of metrics on $D$ represented as $a(q)dx^2 + 2b(q)dxdy + c(q)dy^2$ where $a, b, c$ are germs at $0$ of $C^\infty$ functions. The set $\mathcal{G}_i$ is the subset of metrics called isoperimetric such that $a, b, c$ are not depending on $z$. We denote by $\mathcal{D}$ the set of germs at $0$ of $C^\infty$ diffeomorphisms on $\mathbb{R}^3$ preserving $0$. The set $\mathcal{D}_i$ is the subset of diffeomorphisms $\Phi \in \mathcal{D} : (x, y, z) \mapsto (X, Y, Z)$, where $X = \frac{\partial}{\partial x}$, $Y = \frac{\partial}{\partial y}$, and $Z = \frac{\partial}{\partial z}$. To compute a normal form for $(D, g)$ we use different steps.

Lemma 2.11. Take $\Phi \in \mathcal{D} : (x, y, z) \mapsto (X, Y, Z)$ such that

(i) $X_x(0) \neq 0$,

(ii) $dZ - \frac{Y^2}{2}dX = dZ - \frac{y^2}{2}dx$.

Then $\Phi$ is defined by the following equations

$$Y^2 = \sigma_X, \quad x = \sigma + \frac{y}{2}\sigma_y, \quad Z = \frac{y^3}{4}\sigma_y,$$

where $\sigma$ is any germ at $0$ of a function $(y, X) \mapsto \mathbb{R}$ such that $\sigma(0) = 0$ and $\sigma_X(0) > 0$.

Proof. By definition

$$dZ - \frac{Y^2}{2}dX = dZ - \frac{y^2}{2}dx.$$

Hence $YdX \wedge dY = ydx \wedge dy$ and $y = 0$ is equivalent to $Y = 0$.

Since

$$-\frac{y^2}{2}dx = -d\left(\frac{xy^2}{2}\right) + ydy$$

we get

$$d\left(Z + \frac{xy^2}{2}\right) = \frac{Y^2}{2}dX + dZ + xydy. \quad (2.5)$$

Assume $X_x(0) \neq 0$, hence we can choose $y, z, X$ as coordinates on $\mathbb{R}^3$. We introduce the function $S$ defined by

$$S(y, z, X) = Z + \frac{xy^2}{2}.$$

From (2.5), we obtain

$$S_X = \frac{Y^2}{2}, \quad S_y = xy, \quad S_z = 1.$$
hence $S$ can be written

$$S = z + \frac{y^2}{2} \sigma(y, X),$$

$\sigma_X(0) > 0$ and $x, Y$ are defined by the relations:

$$Y^2 = y^2 \sigma_X, \quad x = \sigma + \frac{y}{2} \sigma_y$$

and $Z$ is defined by

$$Z = S - \frac{xy^2}{2}.$$

**Definition 2.12.** Without losing any generality, we can choose the branch $Y = y \sqrt{\sigma_X}$. Therefore the germ $\Phi$ is uniquely defined by the germ $\sigma$ and $\sigma$ is called the generating function of $\Phi$. We denote by $\mathcal{M}$ the set of such germs of diffeomorphism satisfying (i) and (ii).

**Proposition 2.13.** Let $g \in G$ of the form $a(x, y) dx^2 + 2b(x, y)dx dy + c(x, y) dy^2$. If $\Phi : (x, y, z) \rightarrow (X, Y, Z)$ is an element of $\mathcal{M}$, whose generating function is $\sigma$, transforming $g$ in a sum of squares $A(X, Y) dX^2 + C(X, Y) dY^2$, then $\sigma$ is solution of a partial differential equation of the form

$$3\sigma_y + y \sigma_y^2 = F(y, \sigma, \sigma_X, y\sigma_y, y\sigma_{Xy}, y\sigma_{XY})$$

where $F$ is smooth if $a, b, c$ are smooth and analytic if $a, b, c$ are analytic, near $y = 0$.

**Proof.** We have

$$x = \sigma + \frac{y}{2} \sigma_y, \quad Y = y \sqrt{\sigma_X},$$

then

$$dx = \left(\sigma_X + \frac{y}{2} \sigma_{Xy}\right) dX + \left(3\sigma_y + \frac{y \sigma_{Xy}^2}{2}\right) dy, \quad dY = \frac{y \sigma_{Xy}}{2 \sqrt{\sigma_X}} dX + \left(\sqrt{\sigma_X} + \frac{y \sigma_{Xy}}{2 \sqrt{\sigma_X}}\right) dy.$$

We want to transform $g$ into a sum of squares $A(X, Y) dX^2 + C(X, Y) dY^2$ using a germ $\Phi \in \mathcal{M}$. Since $X, y$ is a system of coordinates, using

$$AdX^2 + C\left(\frac{y \sigma_{Xy}}{2 \sqrt{\sigma_X}} dX + \left(\sqrt{\sigma_X} + \frac{y \sigma_{Xy}}{2 \sqrt{\sigma_X}}\right) dy\right)^2$$

we obtain the relations

$$A + C \frac{y^2}{4 \sigma_X} \sigma_{XX}^2 = a(\sigma_X + \frac{y}{2} \sigma_{Xy})^2$$

$$\frac{Cy \sigma_{XX}}{2 \sigma_X} (2\sigma_X + y \sigma_{XY}) = \frac{a}{2} (2\sigma_X + y \sigma_{XY})(3\sigma_y + y \sigma_{y^2}) + b(2\sigma_X + y \sigma_{XY})$$

$$\frac{C(2\sigma_X + y \sigma_{XY})^2}{4 \sigma_X} = \frac{a}{4} (3\sigma_y + y \sigma_{y^2})^2 + b(3\sigma_y + y \sigma_{y^2}) + c.$$
By assumption $\sigma_X(0) > 0$, hence for $y$ small enough, we have $\sigma_X + \frac{y}{2} \sigma_{Xy} \neq 0$. Simplifying in the second equation, we get

$$\frac{C y \sigma_{XX}}{\sigma_X} = a(3\sigma_y + y\sigma_{y^2}) + 2b.$$

Using this equation $A$ can be computed as

$$A = a \left( \sigma_X + \frac{y}{2} \sigma_{Xy} \right)^2 - \frac{y}{4} \sigma_{XX} \left[ a(3\sigma_y + y\sigma_{y^2}) + 2b \right].$$

(2.8)

Now, from the third equation $C$ is given by

$$C = \frac{\sigma_X[a(3\sigma_y + y\sigma_{y^2})^2 + 4b(3\sigma_y + y\sigma_{y^2}) + 4c]}{(2\sigma_X + y\sigma_{Xy})^2}$$

and since $\sigma_X(0) \neq 0$, $\sigma$ is solution for $y$ small enough of the following compatibility equation

$$(2\sigma_X + y\sigma_{Xy})^2[a(3\sigma_y + y\sigma_{y^2}) + 2b] = y\sigma_{XX}[a(3\sigma_y + y\sigma_{y^2})^2 + 4b(3\sigma_y + y\sigma_{y^2}) + 4c].$$

(2.10)

This equation can be solved as follows. We set

$$\lambda = 3\sigma_y + y\sigma_{y^2}.$$

Hence (2.10) can be written as

$$A\lambda^2 + B\lambda + C = 0,$$

where $A, B, C$ are functions of $a, b, c$ and of the jet $\sigma$ defined by

$$A = ay\sigma_{XX},$$
$$B = 4by\sigma_{XX} - a(2\sigma_X + y\sigma_{Xy})^2,$$
$$C = 4cy\sigma_{XX} - 2b(2\sigma_X + y\sigma_{Xy})^2.$$

If $(X, y) = 0$, one has $A = 0$ and

$$B = -4a(0)\sigma_X^2(0), \quad C = -8b(0)\sigma_X^2(0),$$

where $\sigma_X(0) > 0$. Since $g > 0$, we have $a(0) > 0$ and $B \neq 0$ near $0$. Therefore at $0$, a solution of (2.11) is given by $\lambda_0 = -2b/a$. Now (2.11) can be written as an equation

$$G(\lambda, J, a, b) = 0$$

where $J$ is a vector in the jet of $\sigma$ and is of the form $(\sigma_X, y\sigma_{XX}, y\sigma_{Xy})$ and we have at $(X, y) = (0, 0)$:

$$\frac{\partial G}{\partial \lambda} = B(0) \neq 0.$$

Hence using the implicit function theorem, there exists a smooth (resp. analytic) function $F$ if $a, b, c$ are smooth (resp. analytic) such that

$$3\sigma_y + y\sigma_{y^2} = F(y, \sigma, \sigma_X, y\sigma_y, y\sigma_{XX}, y\sigma_{Xy})$$

for $y$ small enough.

More precisely $F$ can be computed as follows. The discriminant of (2.11) is $\delta = B^2 - 4AC$. Near $y = 0$, $\delta > 0$ and the equation has two real roots:

$$\lambda = \frac{-B \pm \sqrt{B^2 - 4AC}/2A}{2A}, \quad \epsilon = \pm 1.$$
When \( y \to 0 \), \( A \to 0 \) and \( \lambda \) behaves like \( -\frac{B+\varepsilon B(1-2AC/B^2)}{2A} \). Hence, when \( y \to 0 \), the root corresponding to \( \varepsilon = -1 \) tends to the infinity and the root corresponding to \( \varepsilon = +1 \) tends to \( \frac{C}{B} = -\frac{2b}{a} \).

Therefore

\[
3\sigma_y + y\sigma_y^2 = \frac{B(1+\sqrt{1-4AC/B^2})}{2A}
\]

where the right side can be expanded in a power series of \((y, \sigma, \sigma_X, y\sigma_y, y\sigma_{XX}, y\sigma_{XY})\) converging near \((0, 0, \sigma_X(0), 0, 0, 0)\) when \( \sigma_X(0) > 0 \).

**Proposition 2.14.** Consider the Cauchy problem for the singular partial differential equation:

\[
3\sigma_y + y\sigma_y^2 = F(y, \sigma, \sigma_X, y\sigma_y, y\sigma_{XX}, y\sigma_{XY})
\]

Let \( P = (0, \sigma_0(0), \sigma'_0(0), 0, 0, 0) \). If \( F \) is smooth at \( P \), then there exists a unique power series \( \sigma(X, y) = \sum_{n=0}^{\infty} \frac{\sigma_n(X)}{n!} y^n \) solution of the problem. If \( \sigma_0 \) is analytic at 0 and \( F \) is analytic at \( P \), then the power series is converging at 0. Hence the Cauchy problem admits an unique analytic solution at 0.

**Proof.** Our singular particular equation is an equation of high-order Briot-Bouquet type and we can apply results from section 5 and 6 of [18]. First we compute a formal solution. Indeed consider the equation

\[
3\sigma_y + y\sigma_y^2 = F(y, \sigma, \sigma_X, y\sigma_y, y\sigma_{XX}, y\sigma_{XY})
\]

where \( \sigma(X, y) = \sum_{n=0}^{\infty} \frac{\sigma_n(X)}{n!} y^n \), and \( \sigma_0(X) \) is given. Evaluating at \( y = 0 \), we get

\[
3\sigma_1 = F(\bar{P}), \quad \text{where} \quad \bar{P} = (0, \sigma_0, \sigma'_0, 0, 0, 0).
\]

Differentiating with respect to \( y \) and evaluating at \( y = 0 \) we obtain

\[
4\sigma_2 = F_1(\bar{P}) + (F_2(\bar{P}) + F_4(\bar{P}))\sigma_1 + (F_3(\bar{P}) + F_5(\bar{P}))\sigma'_1 + F_6(\bar{P})\sigma''_0,
\]

where \( F_i \) is the partial derivative of \( F \) with respect to the \( i \)-th argument.

Hence, we can compute \( \sigma_2 \). More generally, by successive differentiation, with respect to \( y \) and evaluating at \( y = 0 \), we get a recurrence relation

\[
(n+2)\sigma_n = \Phi_n(\sigma_0, \sigma_1, ..., \sigma_{n-1}), \quad n \geq 1.
\]

Moreover the power series \( \sigma(X, y) = \sum_{n=0}^{\infty} \frac{\sigma_n(X)}{n!} y^n \) is such that each \( \sigma_n \) are analytic in a common disk centered at 0 and \( \sigma \) belongs to a Gevrey class \( s \geq s_1 \), where \( s_1 \) is the smallest integer such that the power series

\[
\sum_{n=0}^{\infty} \frac{\sigma_n(X)}{(n!)^s} y^n
\]

is converging at \((X, y) = (0, 0)\).

The integer \( s_1 \) can be easily computed. Indeed we observe that \( \sigma_1 \) is function of \( \sigma_0, \sigma'_0 \), \( \sigma_2 \) is function of \( \sigma_0, \sigma'_0, \sigma''_0 \) and more generally \( \sigma_n \) is function of \( \sigma^{(k)}_0 \) for \( k \leq n \). This ensures that \( s_1 = 1 \) as in the Cauchy-Kowaleska theorem and \( \sigma \) is analytic at 0. For instance consider the equation

\[
3\sigma_y + y\sigma_y^2 = y\sigma_{XX}.
\]
we get the recurrence relation

\[(n + 2)\sigma_n = (n - 1)\sigma_{n-2}',\]

for \(n\) even, \(n \geq 2\) and \(\sigma_n(X) = 0\) for \(n\) odd, \(n \geq 1\). Hence for \(n\) even we have the estimate

\[|\sigma_n(X)| \leq |\sigma_0^{(n)}(X)|, \quad n \geq 0.
\]

To prove easily the convergence, we use the comparison with the \textit{transport equation}:

\[\sigma_y = \sigma_X\]

in which we look for a solution \(\tilde{\sigma}(X, y) = \sum_{n \geq 0} \frac{y^n}{n!} \tilde{\sigma}_n(X)\), where \(\tilde{\sigma}_0(X) = \sigma_0(X)\).

The recurrence relation is

\[\tilde{\sigma}_n(X) = \tilde{\sigma}_{n-1}'(X), \quad n \geq 1,
\]

hence

\[\tilde{\sigma}_n(X) = \sigma_0^{(n)}(X).\]

Using Cauchy estimates for \(\sigma_0(X)\) or the Cauchy-Kowaleska theorem, we get that \(\tilde{\sigma}(X, y)\) is analytic at 0. A majorizing function of \(\tilde{\sigma}\) at 0 is also majorizing \(\sigma\) and \(\sigma\) is analytic at 0. This example shows how to evaluate the contribution of the different terms of \(F\) and also to give a proper weight to each argument, for instance only the terms \(\sigma_X, y\sigma_X X\) and \(y\sigma_X y\) are providing contributions of \(\sigma_0^{(n)}(X)\) to \(\sigma_n(X)\).

Lemma 2.15. \textbf{There exists a unique initial function \(\sigma_0(X)\) satisfying \(\sigma_0(X) = 0\), \(\sigma_0'(0) > 0\) such that \(g = AdX^2 + CdY^2\) can be normalized in such a way that \(A\) restricted to \(Y = 0\) is one. It is solution of the differential equation \(\sigma_0'(X) = [a_0(\sigma_0(X))]^{-\frac{1}{2}}\) where \(a_0(x)\) is the restriction of \(a\) to \(y = 0\).}

\textbf{Proof.} Recall that relation (2.8) is

\[A = a\left(\sigma_X + \frac{y}{2} \sigma_{XY}\right)^2 - \frac{y}{4} \sigma_{XX} [a(3\sigma_y + y\sigma_y^2) + 2b].\]

Let us set

\[A(X, Y) = \sum_{n \geq 0} A_n(X) \frac{Y^n}{n!}\]

and since \(y = 0\) is equivalent to \(Y = 0\), one has \(A_0(X) = A_{|y=0}\).

Using

\[\sigma(X, y) = \sum_{n \geq 0} \sigma_n(X) \frac{y^n}{n!}\]

and

\[a(x, y) = \sum_{n \geq 0} a_n(x) \frac{y^n}{n!},\]

we get from (2.8)

\[A_0(X) = a_0(x) \sigma_0^2(X).
\]

Since for \(y = 0\), one has \(x = \sigma_0(X)\), this relation becomes

\[A_0(X) = a_0(\sigma_0(X)) \sigma_0^2(X).
\]
Because $g$ is positive near 0, we have $a_0 > 0$. Hence in order to get the normalisation $A_0 = 1$ with $\sigma'_0(0) > 0$, we must solve the differential equation

$$\sigma'_0(X) = a_0(\sigma_0(X))^{-\frac{1}{2}},$$

It admits near 0 an unique analytic solution such that $\sigma_0(0) = 0$. \hfill $\Box$

**Remark 2.16.** It is important to observe that the diffeomorphism $\Phi \in \mathcal{M}$ reducing $g$ to a sum of squares $AdX^2 + CdY^2$ where $A(0) = 1$ is unique if we choose the branch $Y = y\sqrt{\sigma_X}$.

**Lemma 2.17.** There exists an unique initial function $\sigma_0(X)$ with $\sigma_0(0) = 0$, $\sigma'_0(0) > 0$ such that the restriction of $C$ to $Y = 0$ can be taken equal to one. It is solution of the differential equation

$$\sigma'_0(X) = \frac{a_0(\sigma_0(X))\sigma_0(\sigma_0(X)) - b_0^2(\sigma_0(X))}{a_0(\sigma_0(X))}$$

where $a_0$, $b_0$, $c_0$ designs the respective restrictions of $a$, $b$, $c$ to $y = 0$.

**Proof.** From (2.9), we get

$$C_{|y=0} = \frac{a(3\sigma_y)^2 + 4b(3\sigma_y) + 4c}{4\sigma'_0}$$

where for $y = 0$, we have from (2.10)

$$3\sigma_y = -2b/a.$$

Hence

$$C_{|y=0} = \frac{ac - b^2}{a\sigma_0'_0}.$$

Now if we set $C_0(X) = C_{|y=0} = C_{|y=0}$, we can impose $C_0(X) = 1$ if $\sigma'_0$ is solution of

$$\sigma'_0(X) = \frac{a_0(\sigma_0(X))\sigma_0(\sigma_0(X)) - b_0^2(\sigma_0(X))}{a_0(\sigma_0(X))}$$

Since $g > 0$ we have $a_0 > 0$ and $a_0c - b_0^2 > 0$, at $0$. Hence $\sigma'_0(0) > 0$ and the lemma is proved. \hfill $\Box$

**Lemma 2.18.** Let $\Phi : (x, y, z) \mapsto (X, Y, Z)$ be an analytic element in $\mathcal{D}_i$. Assume that $\Phi \ast \omega = h\omega$, where $h$ is a germ at 0 of a non-vanishing function, $\omega = dz - \frac{1}{2}y^2dx$ and $\Phi \ast \omega$ is the image of $\omega$. Then $h$ is a constant.

**Proof.** We set

$$X = \varphi(x, y), \quad Y = \psi(x, y), \quad Z = \theta(x, y, z).$$

Writing

$$\theta_xdx + \theta_ydy + \theta_zdz - \frac{\psi^2}{2} (\varphi_xdx + \varphi_ydy) = h(dz - \frac{y^2}{2}dx),$$

we get the following equations

$$\begin{align*}
\theta_x + \frac{\psi^2}{2} \varphi_x &= -\frac{hy^2}{2} \quad (2.13) \\
\theta_y + \frac{\psi^2}{2} \varphi_y &= 0 \quad (2.14) \\
\theta_z &= h. \quad (2.15)
\end{align*}$$

From (2.14) we can write \( \theta_y = K(x, y) \), hence we obtain
\[
\theta(x, y, z) = L(x, y) + M(x, z),
\]
and from (2.15), \( h = M \).

Expanding \( M \) as \( \sum_{n \geq 0} z^n M_n(x) \) and considering the terms in \( z \) in (2.13), we get
\[
\sum_{n \geq 1} z^n M'_n(x) = 0.
\]
Hence \( M'_n(x) = 0 \) for \( n \geq 1 \) and
\[
M(x, z) = M_0(x) + \sum_{n \geq 1} z^n M_n,
\]
where \( M_n \) is a constant for \( n \geq 1 \). From (2.15), \( h = \sum_{n \geq 1} n z^n M_n \) and plugging \( h \) in (2.13), we obtain \( M_n = 0 \) for \( n \geq 2 \). Therefore \( h \) is a constant.

**Theorem 2.19.** Consider \((D, g)\), where \( D = \ker \omega \), \( \omega = dz - \frac{1}{2}y^2 dx \) and \( g \) is a metric of the form \( a(x, y) dx^2 + 2b(x, y) dxdy + c(x, y) dy^2 \), where \( a, b, c \) are analytic germs \( a \neq 0 \). Then there exists an analytic germ of diffeomorphism \( \Phi \) at \( 0 \): \((x, y, z) \mapsto (X, Y, Z)\), preserving \( 0 \) such that

(i) \( X_x(0) \neq 0, X_z = Y_z = 0 \) and \( \Phi \) preserves the distribution \( \ker \omega \).

(ii) The image of \( g \) by \( \Phi \) is a sum of squares \( A(X, Y) dX^2 + C(X, Y) dY^2 \), where \( A(X, Y) = 1 + YF(X, Y), C(X, Y) = 1 + G(X, Y), G(0) = 0 \).

The mappings \( A \) and \( C \) are unique if we identify those deduced by a germ of diffeomorphisms from the symmetry group \( S \) generated by the two transformations

\[
S_1 : (X, Y, Z) \mapsto (-X, Y, -Z), \quad S_2 : (X, Y, Z) \mapsto (X, -Y, Z).
\]

**Proof.** From (i), \( \Phi \) is of the form \( X = \varphi(x, y), Y = \psi(x, z) \). From lemma 2.18, if \( \Phi \) preserves \( \ker \omega \), then \( \Phi^* \omega = h \omega \), where \( h \) is a constant. Therefore all these diffeomorphisms are parametrized by lemma 2.11. Indeed using a transformation of the form
\[
X = \lambda x, \quad Y = y, \quad Z = \lambda z,
\]
where \( \lambda \) is a scalar, one may assume \( h = 1 \). Therefore using lemma 2.15 and proposition 2.13, we can assume that the image of \( g \) is a sum of squares \( A(X, Y) = 1 + YF(X, Y), C(X, Y) = C_0 + G(X, Y) \), where \( C_0 \) is a constant > 0 and \( G(0) = 0 \).

Endly, we can normalize \( C_0 \) to 1 using a transformation of the form \( X' = X, Y' = \lambda Y, Z' = \frac{\lambda^2}{2} Z \).

Our work, see in particular the remark 2.16, shows that the coefficients \( A \) and \( C \) are unique if we identify the metrics deduced using an element of \( S \). \( \square \)

### 2.4. Geodesics

Let \( \omega = dz - \frac{y^2}{2} dx \) and \( g = a(x, y) dx^2 + c(x, y) dy^2 \). The system is
\[
\dot{q} = uF_1 + vF_2,
\]
where
\[ F_1 = \frac{\partial}{\partial y}, \quad F_2 = \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial z} \]
and
\[ (F_1, F_1) = c \quad (F_2, F_2) = a \quad (F_1, F_2) = 0 \]
\[ (\dot{q}, \dot{q}) = a^2 c + v^2 a. \]

The Hamiltonian for normal bi-extremals is
\[ H_\lambda = v \left( p_x + p_z \frac{y^2}{2} \right) + up_y - \frac{1}{2} (a^2 c + v^2 a). \]
Hence \( \frac{\partial H}{\partial \theta} = 0 \) is equivalent to \( p_y = ac = 0 \) and \( \frac{\partial H}{\partial \psi} = 0 \) to \( p_x + p_z \frac{y^2}{2} - va = 0 \).
Therefore the Hamilton function corresponding to normal bi-extremals is then
\[ H_n = \frac{1}{2} (a^2 c + v^2 a) = \frac{1}{2} \left[ \frac{p_x^2}{c} + \frac{(p_x + p_z \frac{y^2}{2})^2}{a} \right]. \]
Hence normal bi-extremals are solutions of
\[
\begin{align*}
\dot{x} &= \frac{1}{c} (p_x + p_z \frac{y^2}{2}) \\
\dot{y} &= \frac{p_y}{c} \\
\dot{z} &= \frac{v^2}{2} \\
\dot{p}_x &= \frac{p_x^2 c}{2c^2} + \frac{(p_x + p_z \frac{y^2}{2})^2}{2a^2} a_x \\
\dot{p}_y &= \frac{p_y^2 c}{2c^2} + \frac{(p_x + p_z \frac{y^2}{2})^2}{2a^2} a_y - \frac{(p_x + p_z \frac{y^2}{2})}{a} y p_z \\
\dot{p}_z &= 0.
\end{align*}
\]

**Lemma 2.20.** Assume \( g \) in the normal form \( a(x, y)dx^2 + c(x, y)dy^2 \), where \( a(x, y) = 1 + yF(x, y), c(x, y) = 1 + G(x, y), G(0) = 0 \). Then an abnormal geodesic \( : y = 0, z = z_0 \) is not strictly abnormal if and only if the restriction of \( F \) to \( y = 0 \) is identically 0. In this case the whole trajectory \( \gamma \) is an union of conjugate points.

**Proof.** We may assume the abnormal geodesic parametrized by \( x = t, y = 0 \) and \( z = z_0 \). Assume it is a solution of (2.16). Since \( y(t) \equiv 0 \), one has \( \dot{y} = \frac{p_y}{c} \equiv 0 \). Hence \( p_y(t) \equiv 0 \). Therefore \( \dot{p}_y \equiv 0 \) and moreover we have \( \dot{p}_y = \frac{p_y^2 a_y}{2a^2} \) for \( y = 0 \) and \( p_y = 0 \). Now the control is \( \dot{x} = v \equiv 1 \) and \( a = 0 \). Therefore \( a_y \equiv 0 \) along \( x = t \) and the lemma is proved.

Moreover observe that if \( a_y = 0 \) for \( y = 0 \), the choice of \( p_x \) is arbitrary on each level set \( H_n = C \). Hence \( \gamma \) is formed with conjugate points.

**Definition 2.21.** In the isoperimetric case, the Riemannian metric \( \tilde{g} = a(x, y)dx^2 + 2b(x, y)dx dy + \tilde{c}(x, y)dy^2 \) is called the induced metric. Its geodesics in the normal form are obtained by setting \( p_x = 0 \) in equations (2.16) and by projecting the curves on the \((x, y)\) plane.
2.5. Normal form: general case.

**Lemma 2.22.** Let \( \Phi : (x, y, z) \mapsto (X, Y, Z) \) be a germ at 0 of a \( C^\infty \) diffeomorphism such that

(i) \( \Phi(0) = 0 \) and \((y, X, Z)\) is a coordinate system at 0.

(ii) \( \Phi \) preserves the distribution \( \ker \omega, \omega = dz - \frac{1}{2}y^2 dx, \) that is there exists a smooth germ \( h \) such that \( h(0) \neq 0 \) and \( dz - \frac{1}{2}y^2 dx = h(dZ - \frac{1}{2}Y^2 dX) \).

Then there exist two germs at 0 of smooth functions \( \alpha : \mathbb{R} \to \mathbb{R}, \sigma : (y, X, Z) \mapsto \mathbb{R} \) such that \( \sigma_X(0) \alpha_Z(0) < 0 \) and \( \Phi \) is defined by the following equations

\[
x = -\left(\sigma + \frac{y}{2}\sigma_y\right), \quad Y^2 = \frac{-y^2\sigma_X}{\alpha_Z + \frac{y^2}{2}\sigma_Z}, \quad z = \alpha(Z) - \frac{y^3}{4}\sigma_y.
\]

**Proof.** By definition

\[
d(z - \frac{y^2}{2}x) + xyd\gamma = h dZ - h \frac{Y^2}{2} dX.
\]

Let us introduce the generating function \( S \) of \( \Phi \) defined by

\[
S(y, X, Z) = z - \frac{y^2}{2}x,
\]

where \((y, X, Z)\) are coordinates. Hence we have

\[
S_y dy + S_X dX + S_Z dZ = h dZ - h \frac{Y^2}{2} dX - xyd\gamma.
\]

To compute \( S \) we must solve the following equations

\[
xy = -S_y \quad (2.17)
\]
\[
h = -S_X \quad (2.18)
\]
\[
h = S_Z. \quad (2.19)
\]

If we write

\[
S = \alpha(X, Z) + y\beta(X, Z) + \frac{y^2}{2}\sigma(y, X, Z)
\]

and plugging \( y = 0 \) into \( (2.17) \), we get \( \beta = 0 \). Hence

\[
S = \alpha(X, Z) + \frac{y^2}{2}\sigma(y, X, Z). \quad (2.20)
\]

Solving \( (2.17) \), we obtain

\[
x = -\frac{1}{y} S_y = -\left(\sigma + \frac{y}{2}\sigma_y\right). \quad (2.21)
\]

Now, in order to simplify our computations, we shall use that \( \Phi \) has the following geometry property.

(P) It has to apply \( y = 0 \) onto \( Y = 0 \). Indeed those sets represent the Martinet surface in the respective coordinates. This surface is filled with the abnormal geodesics. More precisely \( \Phi \) must transform each (unparametrized) abnormal geodesic into an abnormal geodesic. Hence it has to apply a line \( y = 0, z = z_0 \) onto a line \( Y = 0, Z = Z_0 \).
Using (2.18), with \( Y = 0 \), we get \( S_X = 0 \) when \( Y = 0 \), i.e.,
\[
\alpha_X + \frac{y^2}{2} \sigma_X = 0 \text{ when } y = 0.
\]
Therefore \( \alpha_X = 0 \) and the generating function can be written
\[
S = \alpha(Z) + \frac{y^2}{2} \sigma(y, X, Z).
\]
Using (2.18), (2.19) we get
\[
Y^2 = - \frac{y^2 \sigma_X}{\alpha_Z + \frac{y^2}{2} \sigma_Z}. \tag{2.22}
\]
In particular, we must have
\[
\sigma_X(0) \alpha_Z(0) < 0 \tag{2.23}
\]
and
\[
Y = \pm y \sqrt{- \frac{\sigma_X}{\alpha_Z + \frac{y^2}{2} \sigma_Z}}. \tag{2.24}
\]
Finally
\[
z = S + \frac{y^2}{2} x = \alpha(Z) - \frac{y^3}{4} \sigma_y \tag{2.25}
\]
and the lemma is proved.

**Theorem 2.23.** Assume \( g \in \mathcal{G} \), \( g = adx^2 + 2bdxy + cdyl^2 \) and \( a, b, c \) are germs at \( 0 \) of analytic functions. Then there exists a germ at \( 0 \) of an analytic diffeomorphism \( \Phi : (x, y, z) \mapsto (X, Y, Z) \) such that
(i) \( \Phi(0) = 0 \) and \( dZ - \frac{1}{2} Y^2 dX = h(\partial_z - \frac{y}{2} y^2 dx) \), \( h(0) \neq 0 \).
(ii) The image of \( g \) by \( \Phi \) is given by a sum of squares \( A(X, Y, Z) dX^2 + C(X, Y, Z) dY^2 \) where \( A = 1 + Y F(X, Y, Z), C = 1 + G(X, Y, Z), G|_{x=y=0} = 0 \).

**Proof.** We shall transform \( g = adx^2 + 2bdxy + cdy^2 \) into a sum of squares \( AdX^2 + Cdy^2 \) using a diffeomorphism \( \Phi \) where
\[
X = - (\alpha + \frac{y^2}{2} \sigma_y) \quad \text{and} \quad Y = y \left( - \frac{\sigma_X}{\alpha_Z + \frac{y^2}{2} \sigma_Z} \right)^{1/2}.
\]

Now, observe that on \( D \), we have
\[
dZ = \frac{Y^2}{2} dX = \frac{y^2}{2} \left( - \frac{\sigma_X}{\alpha_Z + \frac{y^2}{2} \sigma_Z} \right) dX.
\]
Hence, computing we get
\[
dx = \varepsilon dX + \beta dy \quad \text{on } D,
\]
where
\[
\varepsilon = - \left( \sigma_X + \frac{y}{2} \sigma_X y \right) + \frac{y^2}{2} \left( \sigma_Z + \frac{y}{2} \sigma_Z y \right) \left( \frac{\sigma_X}{\alpha_Z + \frac{y^2}{2} \sigma_Z} \right)
\]
\[
\beta = - \left( \frac{3 \sigma_y + y^2 \sigma_y}{2} \right),
\]

and similarly 
\[ dY = \gamma dX + \delta dy \] on \( D \),
where
\[
\gamma = \frac{y}{2} \left( -\frac{\sigma_X}{\alpha_Z + \frac{\alpha_Z^2}{\beta}} \right)^{-\frac{1}{2}} \left[ \frac{\frac{\alpha_Z^2}{\beta} \sigma_X \sigma_X Z - \sigma_X (\alpha Z + \frac{\alpha_Z^2}{\beta} Z)}{(\alpha Z + \frac{\alpha_Z^2}{\beta} Z)^2} \right] 
+ \frac{y^3}{4} \left( -\frac{\sigma_X}{\alpha_Z + \frac{\alpha_Z^2}{\beta}} \right)^{\frac{1}{2}} \left[ \frac{\alpha_Z^2 \sigma_X^2 + \frac{\alpha_Z^2}{\beta} \sigma_X \sigma_Z^2 - \sigma_Z \sigma_Y \alpha Z (\alpha Z + \frac{\alpha_Z^2}{\beta} Z)}{(\alpha Z + \frac{\alpha_Z^2}{\beta} Z)^2} \right]
\]
\[
\delta = \left( -\frac{\sigma_X}{\alpha_Z + \frac{\alpha_Z^2}{\beta}} \right)^{\frac{1}{2}} 
+ \frac{y}{2} \left( -\frac{\sigma_X}{\alpha_Z + \frac{\alpha_Z^2}{\beta}} \right)^{-\frac{1}{2}} \left[ \frac{\frac{\alpha_Z^2}{\beta} \sigma_X \sigma_Y Z + \sigma_X \sigma_Z - \sigma_Y \alpha Z (\alpha Z + \frac{\alpha_Z^2}{\beta} Z)}{(\alpha Z + \frac{\alpha_Z^2}{\beta} Z)^2} \right].
\]

Hence if we write
\[ g = AdX^2 + C(\gamma dX + \delta dy)^2 = a(\varepsilon dX + \beta dy)^2 + 2b(\varepsilon dX + \beta dy)dy + cdy^2 \],
we get the relations
\[
A + C\gamma^2 = a\varepsilon^2 \quad (2.26)
\]
\[
C\gamma\delta = \varepsilon(a\beta + b) \quad (2.27)
\]
\[
C\delta^2 = (a\beta^2 + 2b\beta + c). \quad (2.28)
\]

For any \( y = 0, \varepsilon = -\sigma_X, \delta = \sqrt{-\sigma_X/\alpha_Z} \), hence \( \varepsilon \) and \( \delta \) are \( \neq 0 \) at 0. As in the proof of proposition 2.13, we get the compatibility relation
\[
\gamma (a\beta^2 + 2b\beta + c) = \varepsilon \delta (a\beta + b). \quad (2.29)
\]

This equation is solved as in 2.13, with respect to \(-2\beta = 3\sigma_y + y\sigma_y^2\) and we get an equation of the form
\[
3\sigma_y + y\sigma_y^2 = F(y, \alpha_Z, \sigma, \sigma_X, y\sigma_Z, y\sigma_Y, y\sigma_X, y\sigma_Z, y\sigma_Y, y\sigma_Z, y\sigma_Y),
\]
where \( \sigma_X(0)\alpha_Z(0) < 0 \) and \( F \) is analytic at \( P = (0, \alpha_Z(0), 0, \sigma_X(0), 0, 0, 0, 0, 0, 0) \).

This equation is solved as a Cauchy problem, depending upon an initial function: \( \sigma_0(X, Z) = \sigma_{\text{yp}=0} \)
\[
3\sigma_y + y\sigma_y^2 = F \quad (2.30)
\]
\[
\sigma_{\text{yp}=0} = \sigma_0(X, Z).
\]

As in section 2.3, this equation admits an unique converging power series at 0. Hence \( g \) can be written as a sum of squares. To get the additional normalisations \( A_{\text{yp}=0} = 1 \) and \( C_{\text{yp}=0} = 1 \), we must solve
\[
\sigma_X = a_0^{-\frac{1}{2}}(W) \quad (2.31)
\]
\[
\alpha_Z = -(a_0(W_0)\alpha(W_0) - b_0^2(W_0))^{-1} a_0^\frac{1}{2}(W_0) \quad (2.32)
\]
where \( W = (-\sigma(X, Z), \alpha(Z)), W_0 = (0, \alpha(Z)) \) and \( a_0, b_0, c_0 \) are the respective restrictions of \( a, b, c \) to \( y = 0 \). The appropriated boundary conditions are
\[
\sigma(0, Z) = 0, \quad \alpha(0) = 0,
\]
and the equations can be solved in cascade.

The theorem is then proved. \(\square\)

2.5.1. **Gradated normal forms.** We use the following gradations for the variables. The weight of \(x, y\) is 1, the weight of \(z\) is 3 and the corresponding weights for vector fields are -1 for \(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\) and -3 for \(\frac{\partial}{\partial z}\). In the normal form, the distribution \(\ker \omega\) is generated by

\[
F_1 = \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial z}, \quad F_2 = \frac{\partial}{\partial y}
\]

and if the metric is \(g = adx^2 + cdy^2\), we define two orthonormal vector fields by setting \(\bar{F}_1 = F_1/\sqrt{a}, \bar{F}_2 = F_2/\sqrt{c}\). We obtain a normal form of order \(p \geq -1\) by expanding \(1/\sqrt{a}, 1/\sqrt{c}\) in power series at 0 and keeping the terms of order \(\leq p\). The associated truncated vector fields are denoted \(G_p\), \(H_p\). We get

* order -1:

\[
G_{-1} = \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial z}, \quad H_{-1} = \frac{\partial}{\partial y}
\]

It corresponds to the flat case: \(g = dx^2 + dy^2\).

* order 0:

\[
G_0 = (1 + \alpha y) \left( \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial z} \right), \quad H_0 = (1 + \beta x + \gamma y) \frac{\partial}{\partial y}
\]

where \(\alpha, \beta, \gamma\) are arbitrary constants.

*It can be used as a model to study the generic situation.* Observe also that the \(z\) variable appears in the power series only when \(p \geq 2\). Hence for the gradated normal form of order \(p\), we are in the isoperimetric case when \(p \leq 2\).

3. **Two geometric properties of Jacobi equation**

3.1. **Jacobi equation**

**Definition 3.1.** Let \(M\) be a smooth \(n\)-dimensional manifold. If \(x\) is a coordinate system on \(M\), we shall denote by \((x, p)\) the associated coordinate system on the cotangent space \(T^*M\). The tangent space of \(T^*M\) splits into the horizontal space \(h\) which are vectors of the form \(a \frac{\partial}{\partial x}\) and the vertical space \(v\) which are vectors of the form \(b \frac{\partial}{\partial p}\). Similarly the cotangent space splits into horizontal and vertical forms. For instance the Liouville form \(\alpha = pdx\) is horizontal. We shall denote \(\pi_h\) and \(\pi_v\) the respective projections from \(T(T^*M)\) onto \(h\) and \(v\).

**Definition 3.2.** Let \(\bar{H}\) be a smooth function on \(T^*M\) and let \(t \to \gamma(t), t \in [0, T]\) be a curve solution of the Hamiltonian vector field \(\bar{H}\). The variational equation on \(T(T^*M)\) from \(\bar{H}\) along \(\gamma\) will be called the Jacobi equation. A **Jacobi field** \(J : [0, T] \to T(T^*M)\) is a solution of the Jacobi equation. We shall denote by \(E\) the \(n\)-dimensional vector space generated by Jacobi fields such that \(J(0)\) is vertical. Let \(\delta : \lambda \mapsto \delta(\lambda)\) be a \(C^1\)-curve on \(T^*M\) starting
at \( \lambda = 0 \) from \( \gamma(0) \). A Jacobi field is given by \( J(t) = d(\exp H)(\dot{\delta}(0)) \), where \( \dot{\delta}(0) = J(0) \) and \( \exp H \) denotes the one-parameter group generated by \( H \).

**Assumption 3.3.** From now on we shall assume that the mapping \( p \mapsto H(x, p) \) is a quadratic form. In particular if \( C \neq 0 \), the level set \( H = C \) is a smooth submanifold. Moreover assume \( \gamma = (x, p), \dot{z}(t) \neq 0 \).

**Lemma 3.4.** Let \( x(t, x_0, p_0), p(t, x_0, p_0) \) be the solution of \( \bar{H} \) starting from \((x_0, p_0)\) at \( t = 0 \). Then for \( \lambda \in \mathbb{R}^* \) we have

i. \( x(t, x_0, \lambda p_0) = x(\lambda t, x_0, p_0) \);
ii. \( p(t, x_0, \lambda p_0) = \lambda p(\lambda t, x_0, p_0) \).

**Lemma 3.5.** Consider the curve on \( T^*M \) starting from \((x_0, p_0), p_0 \neq 0 \) and defined by \( \delta(\lambda) = (x_0, p_0 + \lambda p_0) \). Then \( \dot{\delta}(0) = p_0 \frac{\partial}{\partial p} \) is vertical. Let \( J_1 \) be the Jacobi field such that \( J_1(0) = \dot{\delta}(0) \). Then \( \pi_h(J_1(t)) = t\dot{z}(t) \) where \( \gamma = (x, p) \) is the reference trajectory.

**Proof.** Use lemma 3.4 and the definition of a Jacobi field.

**Definition 3.6.** Assume that \( \gamma = (x, p) \) is a normal bi-external defined on \([0, T] \). The time \( 0 < t_c \leq T \) is said conjugate to 0, along \( \gamma \) if there exists a non trivial Jacobi field \( J \) such that \( J(0) \) and \( J(t_c) \) are vertical and the point \( x(t_c) \) is said conjugate to \( x(0) = x_0 \) along \( \gamma \). The set of such fields span a vector space whose dimension is called the index of the conjugate point. One shall denote by \( t_{12} \) the first conjugate time. If we fix \( x_0 \), the set of first conjugate points \( x(t_{12}) \), is the conjugate locus \( C(x_0) \). It is a standard fact that this definition of the conjugate locus is equivalent to the one given in the introduction.

**Lemma 3.7.** Let \( v \) be the vertical space at \((x_0, p_0), p_0 \neq 0 \) identified to \( \mathbb{R}^n \) and let \( v' \) be any subspace such that \( v = \mathbb{R}p_0 \oplus v' \). Let \( e_2, \ldots, e_n \) be a basis of \( v' \) and let us denote \( J_2, \ldots, J_n \) the Jacobi fields such that \( J_i(0) = e_i \) for \( i = 2, \ldots, n \). At \( (t, \gamma(t)) = (x(t), p(t)) \), \( \dot{z}(t) \neq 0 \), let \( h' \) be any subspace such that \( h = \mathbb{R}\dot{z}(t) \oplus h' \) and let \( \pi_h' \) be the projection from \( T(T^*M) \) onto \( h' \). The conjugate time \( t_{12} \) is the first \( 0 < t \leq T \) such that \( \text{det} \left( \pi_h(J_2(t), \ldots, J_n(t)) \right) = 0 \).

**Proof.** Let \( J \) be a Jacobi field such that

\[
J(0) = \sum_{i=1}^{n} \lambda_i J_i(0), \quad (\lambda_1, \ldots, \lambda_n) \neq 0.
\]

Then

\[
\pi_h(J(t)) = \sum_{i=1}^{n} \lambda_i \pi_h(J_i(t))
\]

\[
= \left( t\lambda_1 + \sum_{i=2}^{n} a_i(t)\lambda_i \right) \dot{z}(t) + \sum_{i=2}^{n} \lambda_i \pi_{h'}(J_i(t)).
\]
Therefore at \( t = t_1 \), we must have a non-trivial solution to the equations

\[
\begin{align*}
t\lambda_1 + \sum_{i=2}^{n} a_i(t)\lambda_i &= 0 \\
\sum_{i=2}^{n} \lambda_i \pi_{k_i}(J_i(t)) &= 0.
\end{align*}
\]  
(3.1)

Hence a necessary and sufficient condition is

\[
\det \left( \pi_{k_1}(J_2(t), ..., J_n(t)) \right) = 0,
\]

at \( t = t_1 \). \( \square \)

Remark 3.8. This is some freedom in the choice of the complementary space \( \nu' \) and one choice is canonical in the sense that it will simplify the effective computation of the conjugate locus. This simplification is well known in Riemannian geometry \([15]\) and was used in \([17]\) in sub-Riemannian geometry. It is a consequence of the following lemma.

**Lemma 3.9.** \([17]\) The one-parameter group \( \exp t\overline{H} \) preserves the restriction of the Liouville form \( \alpha \) on the level set \( H = \frac{1}{2} \).

**Corollary 3.10.** Let \( v_i \) be the \((n-1)\) dimensional space \( v \cap T(H = \frac{1}{2}) \) at \((x_0, p_0)\) chosen in \( H = \frac{1}{2} \). Let \( e_2, ..., e_n \) be a basis of \( v_i \) and \( J_2, ..., J_n \) be the Jacobi fields defined by \( J_i(0) = e_i \) for \( i = 2, ..., n \). Then \( \alpha(\exp t\overline{H}(J_i(0))) = 0 \) for \( i = 2, ..., n \).

Proof. First observe that the curve \( \delta(\lambda) = (x_0, p_0 + \lambda p_0) \) is transverse to \( H = \frac{1}{2} \), at \( \lambda = 0 \), hence \( \delta(0) = J_1(0) \notin T(H = \frac{1}{2}) \). Now by construction, since \( J_1(0) \) is vertical and the Liouville form \( \alpha \) is horizontal, we have \( \alpha(J_i(0)) = 0 \) for \( i = 1, ..., n \). Since \( J_i(t) \) is tangent to \( H = \frac{1}{2} \) by construction, using lemma 3.9, we get \( \alpha(J_i(t)) = \alpha(J_i(0)) = 0 \), for \( i = 2, ..., n \). \( \square \)

**Corollary 3.11.** Let us choose \((n-1)\) horizontal forms \( \alpha_2, ..., \alpha_n \) such that \( \alpha \wedge \alpha_2 \wedge \cdots \wedge \alpha_n \neq 0 \), along the bi-extremal \( \gamma \). Then \( t_1 \) is conjugate to \( 0 \) if and only if \( \det(\alpha_i(J_j(t))) = 0 \), \( i, j = 2, ..., n \) for \( t = t_1 \).

3.1.1. Application to the Martinet flat case. We consider the equations satisfied by normal bi-extremals in Martinet flat case, using the notations \( \omega = dz - \frac{1}{2} y^2 dx, g = dx^2 + dy^2 \).

\[
\begin{align*}
\dot{x} &= F \\
\dot{y} &= p_y \\
\dot{z} &= \frac{y^2}{2} F \\
\dot{p}_x &= 0 \\
\dot{p}_y &= -yp_x F \\
\dot{p}_z &= 0,
\end{align*}
\]  
(3.2)

where \( p_x = \eta, p_z = \xi, \eta, \xi \) being constant and \( F \) is the function \( p_x + p_z \frac{y^2}{2} = \eta + \xi \frac{y^2}{2} \). The Hamiltonian is

\[
H_n = \frac{1}{2} \left( p_y^2 + F^2(y, \eta, \xi) \right)
\]

and is constant along a bi-extremal. The set \( H_n = \frac{1}{2} \) corresponds to bi-extremals parametrized by arc-length.
The variational equation is
\[
\begin{align*}
\delta x &= F_y \delta y + F_\eta \delta \eta + F_\xi \delta \xi \\
\delta y &= \delta p_y \\
\delta z &= yF \delta y + \frac{d^2}{dx^2}(F_y \delta y + F_\eta \delta \eta + F_\xi \delta \xi) \\
\delta p_y &= -\delta y (yF \delta \xi + \xi F) - y \xi F \delta \eta - y \delta \xi (\xi F + F) \\
\delta p_x &= \delta p_z = 0.
\end{align*}
\] (3.3)

It corresponds to a time-depending linear Hamiltonian differential equation whose Hamiltonian is a quadratic mapping with respect to \((\delta x, \delta y, \delta z, \delta p_x, \delta p_y, \delta p_z)\).

The computations of conjugate points are highly simplified if we use the corollary 3.11 with the two forms
\[
\alpha_2 = dx, \quad \alpha_3 = dy.
\]

Indeed, since
\[
\alpha = p_x dx + p_y dy + p_z dz,
\]
the forms \(\alpha, \alpha_2, \alpha_3\) are independent if and only if \(p_x \neq 0\). Now observe the following. By setting \(p_z = 0\) in (3.2), the projections of the bi-extremals in the \((x, y)\) plane are precisely the geodesics for the Riemannian metric \(g\) induced by the metric \(\hat{g}\) in the plane \((x, y)\). They project onto lines \(x = p_2 t + x_0, y = p_3 t + y_0\) and correspond to minimizers for the sub-Riemannian metric because the length of a curve is the euclidian length of its projection on the plane \((x, y)\). Hence according to the general theory, see [5], [19], a strictly normal geodesic cannot be a minimizer beyond its first conjugate point. Therefore such bi-extremals are without conjugate point and we may assume in our study \(p_x \neq 0\).

In order to compute the conjugate locus from the Martinet point 0, we must find a basis \(e_2, e_3\) of the intersection \(T(H = \frac{1}{2})\) with the vertical space: \(\delta x = \delta y = \delta z = 0\). Computing we get
\[
p_x \delta p_x + p_y \delta p_y = 0,
\] (3.4)
where \(p_x^2 + p_y^2 = 1\). We choose \(e_2 = (\delta p_x, \delta p_y, 0)\) non zero solution of (3.4) and \(e_3 = (0, 0, 1)\). Let \(J_2, J_3\) be the Jacobi fields such that \(J_2(0) = e_2\) and \(J_3(0) = e_3\). If we set for \(i = 2, 3,\)
\[
\pi_i(J_i(t)) = (\delta_i x(t), \delta_i y(t), \delta_i z(t)),
\]
then the conjugate times \(t_\epsilon\) are solutions of
\[
\delta_2 x(t) \delta_3 y(t) - \delta_3 x(t) \delta_2 y(t) = 0.
\] (3.5)

It is equivalent to the following computation. Consider the cylinder \(C:\)
\[
p_x^2 + p_y^2(0) = 1, \quad p_x(0) = \lambda, \quad \text{which can be parametrized by } (\varphi, \lambda) \text{ where } \varphi \text{ is the angle defined by } p_x(0) = \sin \varphi, \quad p_y(0) = \cos \varphi. \text{ Now, integrate (3.2) from } x = y = z = 0. \text{ This defines the exponential mapping}
\]
\[
\exp_0 : (\varphi, \lambda, t) \mapsto (x(t, \varphi, \lambda), y(t, \varphi, \lambda), z(t, \varphi, \lambda)).
\]

Equation (3.5) is equivalent to the following equation
\[
\frac{\partial x}{\partial \varphi} \frac{\partial y}{\partial \lambda} - \frac{\partial x}{\partial \lambda} \frac{\partial y}{\partial \varphi} = 0.
\] (3.6)
Observe that the evaluation of $C(0)$ doesn't require the computation of $z(t, \varphi, \lambda)$. This will save a lot of computations later. This result can be extended locally to the isoperimetric situation.

**Proposition 3.12.** Consider an isoperimetric metric $g$ and let $H_n$ be the Hamilton function corresponding to normal bi-extremals. Let $(\varphi, \lambda)$ be any parametrization of the cylinder $C$ defined by $H_n(q_0, p_0) = \frac{1}{2}$, where $q_0 = 0$ and let $x(t, \varphi, \lambda)$, $y(t, \varphi, \lambda)$ be the projections of $\exp_0$ onto the plane $(x, y)$. Then there exists a neighborhood $U$ of 0 such that the conjugate points associated to strictly normal geodesics and contained in $U$ are obtained by solving the equation

$$\frac{\partial x}{\partial \varphi} \frac{\partial y}{\partial \lambda} - \frac{\partial x}{\partial \lambda} \frac{\partial y}{\partial \varphi} = 0.$$ 

**Proof.** It is sufficient to observe that there exists a neighborhood of 0 such that the geodesics where $p_z$ vanishes are without conjugate points if there are strictly normal. In the isoperimetric case $H_n$ is not depending upon $z$ and $p_z$ is constant along a bi-extremals. Geodesics corresponding to $p_z = 0$ project on the $(x, y)$ plane onto geodesics corresponding to the induced Riemannian metric $\bar{g}$. According to classical theory [15], there exists a neighborhood $U$ of 0 in the $(x, y)$ plane such that geodesics starting from 0 are minimizers on $\bar{U}$ for the metric $\bar{g}$. Hence they correspond to minimizing curves for the sub-Riemannian metric $g$ and are without conjugate points since according to a well known result [15], strictly normal geodesics cease to be minimizing beyond the first conjugate point. If we take $U = \bar{U} \times \mathbb{R}$, the proposition is proved.

### 3.2. Hamiltonian Variational Equation

**Definition 3.13.** Let $x = (x^1, ..., x^n)$, $p = (p_1, ..., p_n)$ and $K$ be a smooth function on $T^* M \times \mathbb{R}$. The coordinate $x^1$ is called cyclic if $K$ is not depending upon $x^1$. The Hamiltonian vector field $\vec{K}$ is said completely integrable if the set of solutions can be computed by quadratures.

The proofs of the following two lemmas are straightforward.

**Lemma 3.14.** If $x^2, ..., x^n$ are cyclic coordinates, then $p_2, ..., p_n$ are first integrals. Moreover if $K$ is not depending on $t$, the Hamiltonian vector field $\vec{K}$ is completely integrable.

**Lemma 3.15.** Assume that $x^1$ is a cyclic coordinate for $H$, then $\delta x^1$ is a cyclic coordinate for the Hamiltonian variational equation $\delta H$ and $\delta p_1$ is a first integral.

**Proposition 3.16.** Assume that the Hamilton function is of the form

$$\frac{1}{2} a(x^1)p_1^2 + b(x^1, p_2, ..., p_n)$$

where $a$ is a non-vanishing function. Then the variational equation whose Hamiltonian is $\delta H$ is completely integrable.

**Proof.** The proof is not straightforward because $\delta H$ is time depending and we have $\frac{\delta H}{dt} = \frac{\partial H}{\partial t}$, along a trajectory $t \mapsto (\delta x(t), \delta p(t))$. Hence $\delta H$ is not in general a first integral.
To prove the result we proceed as follows. First from lemma 3.14, \( p_2, \ldots, p_n \) are first integrals and if we set \( \eta = (p_2, \ldots, p_n) \), \( \eta \) will be a constant vector along a trajectory. In order to simplify the notations, we let \( x = x^1, p = p_1 \) and the Hamiltonian can be written as

\[
H(x, p, \eta) = \frac{1}{2}a(x)p^2 + b(x, \eta).
\]

Hence the solutions of \( \tilde{H} \) are satisfying

\[
\dot{x} = ap, \quad \dot{p} = -\left(\frac{1}{2}a'p^2 + b'\right),
\]

where \( a', b' \) are the derivatives with respect to \( x \). The variational equation is defined by

\[
\begin{align*}
\delta x &= a'p\delta x + a\delta p \\
\delta p &= -\left(\frac{1}{2}a''p^2\delta x + b'\delta x + a'p\delta p\right) + G
\end{align*}
\]

where \( G \) is a function of \( \delta \eta \). These two equations can be written as an unique second order differential equation. Indeed we differentiate the first equation with respect to \( t \) and we express in this equation \( \delta p \) and \( \delta \dot{p} \) with respect to \( \delta x \) et \( \delta x \). Computing we obtain the equation

\[
\ddot{x} + A\delta x + B\delta x = I
\]

(3.7)

where \( A = -a'p, B = \frac{1}{2}a''p^2 + a'b' + a\delta p - \frac{1}{2}aa''p^2 \) and \( I \) is a function of \( \delta \eta \). Moreover we have

\[
\begin{align*}
\dddot{x} &= \frac{1}{2}aa''p^2 - ab' \\
\ddot{x} &= \frac{1}{2}aa''p^2 - 2a'b'p - a^2b''p
\end{align*}
\]

and we check that \( \dot{x} \) is solution of the equation (3.7) in which the right side is zero. This implies that (3.7) can be integrated by quadratures and the proposition is proved.

\[ \square \]

3.2.1. **APPLICATION TO THE MARTINET FLAT CASE.** We shall detail all the computations concerning the equation (3.3). The coordinates \( \delta x \) and \( \delta z \) are cyclic coordinates and \( \delta p_x, \delta p_z \) are the corresponding first integrals. Computing we get that \( \delta y \) is solution of the second-order differential equation

\[
\ddot{\delta y} + a\delta y = b
\]

(3.8)

where

\[
a = \xi(F + yF_y)
\]

and

\[
b = -y\xi F_y \delta \eta - y(\xi F_\xi + F)\delta \xi.
\]

Since \( \dot{y} \) is solution of (3.8) with 0 right side, the solution of this equation can be written as \( \delta y = \dot{\delta y} \), where \( \psi \) is a meromorphic function which can be computed using two quadratures. Indeed by plugging \( \delta y \) in (3.8) we get

\[
\psi(\dddot{\delta y} + a\dot{\delta y}) + \ddot{\psi}y + 2\dddot{\delta y} = b
\]

and using \( \dddot{\delta y} + a\dot{\delta y} = 0 \), we obtain

\[
\ddot{\psi}y + 2\dddot{\delta y} = b.
\]

(3.9)
Hence
\[ d(\dot{y}^2) = b\dot{y}dt \]
and we get
\[ \psi(t) = \psi(0) + \int_0^t \frac{ds}{y^2(s)} \left( C + \int_0^s b(y(s'))ds' \right), \tag{3.10} \]
where \( C \) is a constant.

More generally we have.

**Proposition 3.17.** Consider \((D, g)\) where \( D = \ker \omega, \omega = dz - \frac{1}{2}y^2dx \) and \( g \) is an isoperimetric metric in the normal form \( a(x, y)dx^2 + c(x, y)dy^2 \).

Assume that \( a \) and \( c \) are not depending on \( x \). Then the Hamiltonian vector field \( \tilde{H}_n \) and the associated variational equation are completely integrable.

**Proof.** Indeed, \( H_n \) is of the form
\[ \frac{1}{2c} \left( \frac{p_y^2}{c} + \frac{(p_x + p_z y^2)^2}{a} \right), \]
where \( a \) and \( c \) are not depending on \( x \). Hence we can apply the proposition 3.16.

4. The Martinet flat case

4.1. Preliminaries

Let \( D \) be the distribution \( \ker \omega \), where \( \omega = dz - \frac{1}{2}y^2dx \) and \( g \) be the flat metric \( dx^2 + dy^2 \), \( q = (x, y, z) \) being the coordinates in \( \mathbb{R}^3 \). We set
\[ F_1 = \frac{\partial}{\partial x} + \frac{y^2}{2} \frac{\partial}{\partial z}, \quad F_2 = \frac{\partial}{\partial y}, \quad F_3 = \frac{\partial}{\partial z}. \]

We set for \( i = 1, 2, 3 \), \( P_i = \langle p, F_i(q) \rangle, \quad p = (p_x, p_y, p_z) \) being the adjoint vector. The associated control system is
\[ \frac{dq(t)}{dt} = \sum_{i=1}^{2} a_i(t) F_i(q(t)) \tag{4.1} \]
and the length and the energy of an admissible curve \( \gamma : [0, T] \rightarrow \mathbb{R}^3 \) are respectively
\[ L(\gamma) = \int_0^T \left( \sum_{i=1}^{2} u_i^2(t) \right)^{\frac{1}{2}} dt, \quad E(\gamma) = \int_0^T \sum_{i=1}^{2} u_i^2(t) dt. \]

The Hamilton function is
\[ H_\lambda = \sum_{i=1}^{2} (a_i P_i - \lambda u_i^2), \]
where \( \lambda = 0 \) or \( \frac{1}{2} \). Normal bi-extremals are solutions corresponding to the Hamilton function \( H_n = \frac{1}{2}(P_1^2 + P_2^2) \). The projections of the abnormal bi-extremals in the \( q \)-space are contained in the Martinet plane \( y = 0 \) and are the geodesic lines \( y = 0, \ z = z_0 \).

**Lemma 4.1.** The Hamilton equations corresponding to
\[ H_n = \frac{1}{2}(p_x + \frac{y^2}{2}p_z)^2 + \frac{1}{2}p_y^2 \]
The coordinates $x, z$ are cyclic and $p_x, p_z$ are first integrals. The equations are integrable by quadratures. A geodesic line $x = t + x_0, y = 0, z = z_0$ is projection of a solution of (4.2) corresponding to $p_y = 0, p_x = 1$ and $p_z$ arbitrary constant. In particular an abnormal geodesic is not strictly abnormal. Moreover its projection in the $(x, y)$ plane is a geodesic for the induced Riemannian metric $\bar{g} = dx^2 + dy^2$.

Lemma 4.2. In the coordinates $(q, P)$ the normal bi-extremals are solutions of the following equations

$$
\begin{align*}
\dot{x} &= P_1 \\
\dot{y} &= P_2 \\
\dot{z} &= \frac{y^2}{2} P_1 \\
\dot{P}_1 &= y P_2 P_3 \\
\dot{P}_2 &= -y P_1 P_3 \\
\dot{P}_3 &= 0,
\end{align*}
$$

where $P_1 = p_x + \frac{y^2}{2} p_z, P_2 = p_y$ and $P_3 = p_z$.

Proof. Since $H_n = \frac{1}{2} (P_1^2 + P_2^2)$, we obtain

$$
\begin{align*}
\dot{P}_1 &= \{P_1, P_2\} P_3 \\
\dot{P}_2 &= -\{P_1, P_2\} P_1 \\
\dot{P}_3 &= \{P_3, P_1\} P_1 + \{P_3, P_2\} P_2.
\end{align*}
$$

The Poisson brackets are

$$
\{P_1, P_2\} = yp_z , \quad \{P_1, P_3\} = \{P_2, P_3\} = 0.
$$

Hence

$$
\dot{P}_1 = y P_2 P_3 , \quad \dot{P}_2 = -y P_1 P_3 , \quad \dot{P}_3 = 0.
$$

4.2. Notation

Let us assume that normal bi-extremals are parametrized by arc-length $H_n = \frac{1}{2} (P_1^2 + P_2^2) = \frac{1}{2}$. We set $P_1(0) = \sin \varphi, P_2(0) = \cos \varphi$ and $\lambda = P_3(t) = P_3(0)$. Let $S$ be the group generated by the two diffeomorphisms $S_1 : (x, y, z) \mapsto (x, -y, z)$ and $S_2 : (x, y, z) \mapsto (-x, y, -z)$.

4.3. Symmetries

We observe that $(D, g)$ is left invariant by the action of the group $S$. This imply the following symmetries. If we change $\varphi$ into $\pi - \varphi$, the solution of (4.3): $(x(t), y(t), z(t), P_1(t), P_2(t), P_3(t))$ is changed into $(x, -y, z, P_1, -P_2, P_3)$ and the corresponding geodesic is deduced using the symmetry $S_1$. Similarly, if we change $\varphi$ into $-\varphi$ and $\lambda$ into $-\lambda$, it is changed into $(-x, y, -z, -P_1, P_2, -P_3)$ and the geodesic is deduced using the symmetry...
\(S_2\). Hence when computing the normal geodesics we can assume \(\varphi \in ]-\pi/2, +\pi/2]\) and \(\lambda \geq 0\).

### 4.4. Quasi-Homogeneity

The equations (4.3) are invariant for the following quasi-homogeneous transformations

\[
X = \varepsilon^{-1} x, \quad Y = \varepsilon^{-1} y, \quad Z = \varepsilon^{-3} z, \\
Q_1 = \varepsilon^{-1} P_1, \quad Q_2 = \varepsilon^{-1} P_2, \quad Q_3 = \varepsilon P_3,
\]

and the length is changed as follows

\[
L(X, Y, Z) = \varepsilon^{-1} L(x, y, z).
\]

Hence if we use the following gradation: the variables \(x, y, P_1, P_2\) have weight 1, the weight of \(z\) is 3 and the weight of \(P_3\) is -1. The associated weights for vector fields are -3 for \(\frac{\partial}{\partial x}\), \(\frac{\partial}{\partial y}\), \(\frac{\partial}{\partial P_1}\), \(\frac{\partial}{\partial P_2}\), -2 for \(\frac{\partial}{\partial z}\) and 1 for \(\frac{\partial}{\partial P_3}\). Using this gradation, the vector field corresponding to (4.3) has weight 0 and is linear.

Equivalently we can use the gradation: the variables \(x, y\) have weight 1, the variable \(z\) a weight 3, the weight of \(P_1, P_2\) is 0 and weight of \(P_3\) is -2, the vector field (4.3) having then the weight -1 and is constant.

### 4.5. Parametrization of Geodesics

We assume that the geodesics are parametrized by arc-length and are starting from 0.

First, observe that equations (4.3) admit the following particular solutions. When \(\varphi = \frac{\pi}{2}, x(t) = t, y(t) = z(t) = 0\) and it corresponds to the abnormal geodesic. If \(\lambda = 0, x(t) = t \sin \varphi, y(t) = t \cos \varphi, z(t) = \frac{k}{\lambda} \sin \varphi \cos^2 \varphi\) and the projection on the plane \((x, y)\) are the lines, which are solutions of the induced Riemannian geometry.

The general solution is computed using elliptic integrals of the first and second kind. We proceed as follows. On the level set \(H_n = \frac{1}{2}\), we have the equation

\[
y^2 + P_1^2(y) = 1,
\]

where \(P_1 = p_x + \frac{y^2}{2} p_z\) and \(p_x = \sin \varphi, p_z = \lambda\) are constant. This equation describes the evolution of particle of mass 1 and energy 1, in a potential field where the potential \(V\) is \(P_1^2\). The solutions can be computed by considering only the graph of \(V\). Equation (4.4) is equivalent to

\[
y^2 = (1 - P_1)(1 + P_1) = (1 - p_x - \frac{y^2}{2} p_z)(1 + p_x + \frac{y^2}{2} p_z).
\]

To integrate (4.5), we proceed as follows. Let \(0 < k, k' < 1\), \(k^2 + k'^2 = 1\) defined by

\[
k^2 = \sin^2 \left(\frac{\pi}{4} - \frac{\varphi}{2}\right) = \frac{1 - \sin \varphi}{2}, \quad k'^2 = \cos^2 \left(\frac{\pi}{4} - \frac{\varphi}{2}\right) = \frac{1 + \sin \varphi}{2}.
\]
where \( \varphi \in \mathcal{]-\pi/2, +\pi/2[} \). Hence \( y \) satisfies
\[
\dot{y}^2 = (2k^2 - \frac{y^2}{2}\lambda)(2k^2 + \frac{y^2}{2}\lambda),
\]
(4.6)

Assume \( \lambda > 0 \) and set \( \eta = \frac{\sqrt{\lambda}}{2k}y \). We get the equation
\[
\frac{\dot{\eta}^2}{\lambda} = (1 - \eta^2)(k'^2 + k^2\eta^2),
\]
(4.7)

which has to be integrated with the initial condition \( \eta(0) = y(0) = 0 \) and \( \dot{\eta}(0) > 0 \), since \( \dot{y}(0) = P_2(0) > 0 \). The solution is periodic and can be written using the Jacobi elliptic functions, see [25], as
\[
\eta(t) = -\cn(K(k) + t\sqrt{\lambda}, k),
\]
where the period is \( 4K \), \( K \) being the complete elliptic integral of the first kind:
\[
K(k) = \int_0^1 \frac{d\eta}{\sqrt{(1 - \eta^2)(k'^2 + k^2\eta^2)}} = \int_0^{\pi/2} (1 - k^2\sin^2\theta)^{-\frac{1}{2}} d\theta.
\]

Hence \( y(t) = -\frac{2k}{\sqrt{\lambda}}\cn(K(k) + t\sqrt{\lambda}, k) \) and represents a periodic motion whose period is \( 4K \) and with the amplitude \( 2k/\sqrt{\lambda} \). It is interesting to quote that they are two limit behaviors. When \( \varphi \to \pm \frac{\pi}{2} \), \( k \to 0^+ \) and \( K(k) \to \frac{\pi}{2} \). More precisely \( \cn(u, k) \to \cos u \) when \( k \to 0 \). The situation is quite different when \( \varphi \to -\frac{\pi}{2} \), then \( k \to 1^- \) and \( K(k') = -\log(k') + 0(1) \). Hence \( K(k) \to +\infty \), when \( k \to 1 \) and admits a logarithmic singularity.

A mechanical analogy is the following. By setting \( \theta(t) = \cos \theta(t) \), \( P_2(t) = \sin \theta(t) \) and using (4.3), we get that \( \theta(t) \) is solution of
\[
\dot{\theta} = -\lambda \dot{y}, \quad \dot{y} = \sin \theta,
\]
which is the equation of a pendulum.

The singular points \( \theta = n\pi \) correspond to \( \varphi = \pm \frac{\pi}{2} + n\pi \). They are projections of geodesics lines corresponding to abnormal bi-extremals. To geodesics starting from \( 0 \) correspond the oscillating motions of the pendulum. In this representation, oscillating solutions tending to the separatrix cycle joining the saddle points and whose period tends to the infinity, encoded the behaviors of geodesics when \( k' \to 0 \). Those near \( 0 \), which behave like a linearized pendulum correspond to behaviors when \( k \to 0 \).

Now, we compute the two other components of a geodesic. We have
\[
\dot{x} = p_x + \frac{y^2}{2}p_z = \sin \varphi + \frac{\lambda y^2}{2} = \sin \varphi + 2k^2\sin^2\varphi + 2k^2\cn^2(K + t\sqrt{\lambda}, k).
\]

Hence
\[
x(t) = t\sin \varphi + 2k^2 \int_0^t \sin^2(K + s\sqrt{\lambda}, k) ds.
\]

We set \( u = s\sqrt{\lambda} + K \). Recall the formula [25], p. 62:
\[
\int \text{dn}^2adu = k^2u + k^2 \int \text{cn}^2adu
\]
and let us introduce the Jacobi epsilon function \( E(u, k) \) defined by:

\[
E(u, k) = \int_0^u \frac{dn}{\sqrt{1 - k^2 \sin^2 \phi}}.
\]

Therefore, we obtain

\[
k^2 \int_K^{K + t \sqrt{\lambda}} \frac{dn^2}{\sqrt{1 - k^2 \sin^2 \phi}} = \int_K^{K + t \sqrt{\lambda}} \frac{dn^2}{\sqrt{1 - k^2 \sin^2 \phi}} - k^2 \sin \phi
\]

\[
= E(K + t \sqrt{\lambda}) - E(K) - k^2 \sin \phi.
\]

Hence

\[
x(t) = -t + \frac{2}{\sqrt{\lambda}}(E(K + t \sqrt{\lambda}) - E(K)).
\]

Now we compute the component \( z \). We have

\[
\dot{z} = \frac{y^2}{2} P_1 = (\sin \varphi + \frac{y^2}{2 \lambda}) \frac{y^2}{2} = \frac{y^2}{4} \lambda + \frac{y^2}{2} \sin \varphi.
\]

Therefore

\[
z(t) = \frac{4k^4}{\lambda} \int_0^t \frac{dn^2}{\sqrt{1 - k^2 \sin^2 \phi}} + \frac{2k^2 \sin \phi}{\lambda} \int_0^t \frac{dn^2}{\sqrt{1 - k^2 \sin^2 \phi}} = \frac{1}{\sqrt{\lambda}} \int_K^{K + t \sqrt{\lambda}} \frac{dn^2}{\sqrt{1 - k^2 \sin^2 \phi}}
\]

\[
= \frac{1}{3k^4 \sqrt{\lambda}} \frac{1}{3} \left( (2 - 3k^2)k^2 t \sqrt{\lambda} + 2(2k^2 - 1)(E(K + t \sqrt{\lambda}) - E(K))
\]

\[
+ k^2 \sin(K + t \sqrt{\lambda}) \cos(K + t \sqrt{\lambda}) \right) \frac{dn(K + t \sqrt{\lambda})}{dn(K + t \sqrt{\lambda})}.
\]

After simplification we obtain

\[
z(t) = \frac{2}{3k^4 \sqrt{\lambda}} \left[ (2k^2 - 1)(E(K + t \sqrt{\lambda}) - E(K)) + k^2 t \sqrt{\lambda}
\]

\[
+ k^2 \sin(K + t \sqrt{\lambda}) \cos(K + t \sqrt{\lambda}) \right] \frac{dn(K + t \sqrt{\lambda})}{dn(K + t \sqrt{\lambda})}.
\]

We summarize all the computations into the following proposition.

**Proposition 4.3.** Arc-length parametrized geodesics starting from 0 are given by

\[
x(t) = -t + \frac{2}{\sqrt{\lambda}}(E(u) - E(K)), \quad y(t) = -\frac{2k}{\sqrt{\lambda}} \sin u,
\]

\[
z(t) = \frac{2}{3k^4 \sqrt{\lambda}} \left[ (2k^2 - 1)(E(u) - E(K)) + k^2 t \sqrt{\lambda} + k^2 \sin u \cos u \right],
\]

where \( u = K + t \sqrt{\lambda}, \lambda > 0, \varphi \in ]-\pi/2, +\pi/2[, \sin(u), \cos(u), \sin(u) \cos(u) \) and \( E(u) \) being the Jacobi elliptic functions, \( K \) and \( E(K) \) being the complete elliptic integrals of the first and second kind, or the particular solutions

\[
x(t) = t \sin \varphi, \quad y(t) = t \cos \varphi, \quad z(t) = \frac{1}{6} \sin \varphi \cos^2 \varphi,
\]
where \( \varphi \in [-\pi/2, +\pi/2] \) and the curves deduced from the previous ones using the symmetries \( S_1 : (x, y, z) \mapsto (x, -y, z) \), \( S_2 : (x, y, z) \mapsto (-x, y, -z) \).

**Remark 4.4.** The general solution is parametrized using elliptic integrals of the first and second kind. It is an intrinsic measure of the transcendence of the problem. Observe also that \( x(t) + t, y(t) \) and \( z(t) \) are analytic with respect to the variable \( v = t \sqrt{\lambda} \) which can be taken as a new time parameter.

**Remark 4.5.** We can write \( x \) and \( z \) as follows

\[
x(t) = \frac{1}{\sqrt{\lambda}} \left[ L(t \sqrt{\lambda}) + P(t \sqrt{\lambda}) \right],
\]

\[
z(t) = \frac{2}{3\lambda^2} \left[ L'(t \sqrt{\lambda}) + P'(t \sqrt{\lambda}) \right]
\]

where \( L, L' \) are linear functions and \( P, P' \) are 2K periodic functions. They are given by

\[
L(v) = \left( \frac{E}{K} - 1 \right) v, \quad P(v) = 2 \left( Z(v) - k^2 \frac{\cnu}{\dnv} \right),
\]

\[
L'(v) = \left( (2k^2 - 1) \frac{E}{K} + k^2 \right) v,
\]

\[
P'(v) = (2k^2 - 1) \left( Z(v) - k^2 \frac{\cnu}{\dnv} \right) - 2k^2 k' \frac{\cnu}{\dnv}
\]

where \( Z \) is the Jacobi Zeta function defined by

\[
Z(v) = E(v) - \frac{E}{K}.
\]

**Remark 4.6.** The projections of the normal geodesics on the \((x, y)\) plane are the inflexional elastica described in [30], p. 402.

### 4.6. Parametrization of the Conjugate Locus at 0

Let \( \gamma(t) = (x(t), y(t), z(t)) \) be a geodesic computed in the previous section. It is defined on the whole line and we assume \( t \in [0, +\infty[ \). When computing the conjugate locus, we can suppose that the projection of \( \gamma \) on the plane \((x, y)\) is not a line, because in the strictly normal case such a geodesic is a minimizer and hence without conjugate point. In the abnormal case the whole geodesic is formed with conjugate points. Moreover using the symmetry group, we can assume \( \lambda > 0 \) and \( \varphi \in ]-\pi/2, +\pi/2[ \), other conjugate points being deduced using a symmetry \( S_1 : (x, y, z) \mapsto (x, -y, z) \) or \( S_2 : (x, y, z) \mapsto (-x, y, -z) \). To compute the conjugate locus \( C(0) \), we use the reduction procedure described in section 3.1.1. The first conjugate time \( t_{1, c} \), along \( \gamma \) is the first \( t > 0 \) such that

\[
c(t, \varphi, \lambda) = 0,
\]

where

\[
c = \frac{\partial x}{\partial \lambda} \frac{\partial y}{\partial \varphi} - \frac{\partial y}{\partial \lambda} \frac{\partial x}{\partial \varphi},
\]

and

\[
x(t) = -t + \frac{2}{\sqrt{\lambda}} (E(u) - E(K)), \quad y(t) = -\frac{2k}{\sqrt{\lambda}} \cnu,
\]

with \( u = K(k) + t\sqrt{\lambda} \), \( k = \sin\left(\frac{\pi}{4} - \frac{\varphi}{2}\right) \) and \( k' = \cos\left(\frac{\pi}{4} - \frac{\varphi}{2}\right), \lambda > 0, \varphi \in \left[\frac{\pi}{2}, \frac{\pi}{2}\right]. \) Let us evaluate \( c. \) Using

\[
\frac{\partial u}{\partial \lambda} = \frac{t}{2\sqrt{\lambda}}, \quad \frac{\partial E}{\partial u}(u) = d\nu^2 u,
\]
we obtain

\[
\frac{\partial x}{\partial \lambda} = \frac{1}{\lambda^{3/2}}[E(K) - E(u) + t\sqrt{\lambda}d\nu^2 u]. \quad (4.11)
\]

Similarly using

\[
\frac{\partial cnu}{\partial u} = -snu \, d\nu,
\]
we get

\[
\frac{\partial y}{\partial \lambda} = \frac{k}{\lambda^{3/2}}[cnu + t\sqrt{\lambda}snu \, d\nu]. \quad (4.12)
\]

The partial derivatives with respect to \( \varphi \) are more complex. To compute \( \partial x/\partial \varphi \) we need the relations

\[
\frac{dk}{d\varphi} = -\frac{k'}{2}, \quad \frac{dk'^2}{d\varphi} = kk', \quad \cos \varphi = 2kk',
\]
the following formulas found in [25] pp. 83 and 84:

\[
\frac{dK}{dk} = \frac{1}{kk'^2}(E(K) - k'^2 K) \quad \frac{dE(K)}{dk} = \frac{1}{k}(E(K) - K) \quad \frac{\partial E(u)}{\partial k} = \frac{k}{k'^2}cnu \, cnu \, dnu - ku \, sn^2 u - \frac{k}{k'^2}E(u)cn^2 u,
\]
hence

\[
\frac{\partial u}{\partial \varphi} = \frac{dK}{dk} \frac{dk}{d\varphi} = -\frac{1}{2kk'}(E(K) - k'^2 K),
\]
and the identities below

\[
d\nu^2 u + k^2snu^2 u = 1 \quad d\nu^2 u - k'^2cnu^2 u = k'^2 \quad cn^2 u + sn^2 u = 1.
\]

Finally we get

\[
\frac{\partial x}{\partial \varphi} = \frac{k}{k'\sqrt{\lambda}}[cn^2 u(E(u) - E(K) - k'^2t\sqrt{\lambda}) + k'^2t\sqrt{\lambda} - snu \, cnu \, dnu]. \quad (4.13)
\]

Similarly using the following formula from [25] p. 82:

\[
\frac{\partial cnu}{\partial k} = -\frac{1}{k}u \, snu \, dnu - \frac{k}{k'^2}snu^2 acnu + \frac{1}{kk'^2}E(u)snu \, dnu,
\]
we obtain

\[
\frac{\partial y}{\partial \varphi} = -\frac{1}{k'\sqrt{\lambda}}[snu \, dnu(E(K) + k'^2t\sqrt{\lambda} - E(u)) + cnu(k'^2snu^2 u - k'^2)]. \quad (4.14)
\]
Now, we use the following formulas [25] pp. 28 and 67:
\[
\begin{align*}
\text{sn}(u + K) &= \text{cd} u = \frac{\text{cn} u}{\text{dn} u} \\
\text{cn}(u + K) &= -k' \text{sd} u = -k' \text{sn} u \\
\text{dn}(u + K) &= k' \text{nd} u = \frac{k'}{\text{dn} u} \\
E(u + K) &= E(u) + E(K) - \frac{k^2 \text{sn} u \text{cn} u}{\text{dn} u},
\end{align*}
\]
and setting \( v = t\sqrt{\lambda} \), we obtain
\[
\begin{align*}
\frac{\partial x}{\partial \lambda} &= \frac{1}{\lambda^{3/2}} \left[ \frac{k^2 \text{sn} v \text{cn} v}{\text{dn} v} - E(v) + \frac{k'^2 v}{\text{dn}^2 v} \right] \\
\frac{\partial y}{\partial \lambda} &= \frac{k k'}{\lambda^{3/2} \text{dn} v} \left[ \frac{\text{cn} v}{\text{dn} v} - \text{sn} v \right] \\
\frac{\partial x}{\partial \varphi} &= \frac{k k'}{\sqrt{\lambda} \text{dn}^2 v} (E(v) - \frac{k^2 \text{sn} v \text{cn} v}{\text{dn} v} - k'^2 v) + v + \frac{\text{cn} v \text{sn} v}{\text{dn}^2 v} \\
\frac{\partial y}{\partial \varphi} &= -\frac{1}{\sqrt{\lambda} \text{dn} v} \text{dn} v \left[ k'^2 v - E(v) \right] + k'^2 \text{sn} v.
\end{align*}
\]
Hence, after tedious simplifications we can write
\[
e(t, \lambda, \varphi) = \frac{\partial x}{\partial \lambda} \frac{\partial y}{\partial \varphi} - \frac{\partial x}{\partial \varphi} \frac{\partial y}{\partial \lambda} = -\frac{1}{\lambda^2 \text{dn}^2 v} \left[ v^2 c_1(v) + v c_2(v) + c_3(v) \right],
\]
where
\[
\begin{align*}
c_1(v) &= \frac{k'^2 v \text{cn} v}{\text{dn} v} \\
c_2(v) &= k'^2 \text{sn} v - 2 k'^2 v E(v) \frac{\text{cn} v}{\text{dn} v} \\
c_3(v) &= E^2(v) \frac{\text{cn} v}{\text{dn} v} - E(v) \text{sn} v.
\end{align*}
\]

**Theorem 4.7.** Let \( \gamma \) be a geodesic starting at \( t = 0 \) from 0 and defined on \([0, +\infty[\). If the projection of \( \gamma \) in the plane \((x, y)\) is not a line, then there exists a first conjugate point along \( \gamma \) corresponding to a conjugate time \( t_1^\varepsilon \) which satisfies the inequality \( 2K < t_1^\varepsilon \sqrt{\lambda} < 3K \). Numerical simulations show that the ratio \( \frac{t_1^\varepsilon \sqrt{\lambda}}{3K} \) is roughly a constant equals to 0.97.

**Proof.** Let
\[
c = \frac{F(v)}{\lambda^2 \text{dn}^2 v},
\]
where
\[
F(v) = \text{cn} v G_1(v) - \text{sn} v \text{dn} v (E(v) - k'^2 v)
\]
and
\[
G_1(v) = E^2(v) - 2 k'^2 v E(v) + k'^2 v^2.
\]
First assume \( 0 < v < K \), we shall prove that \( F \) has no zero. We compute \( F' \) and after simplifications we get
\[
F'(v) = -\text{sn} v \text{dn} v G_1(v) - k^2 \text{sn} v \text{cn} v \text{dn} v + k^2 \text{cn} v (v - E(v)) + k^2 \text{cn} v E(v).
\]

Using the following formula from [25], p. 62:
\[ E(v) = k'^2 v + \frac{\text{sn} v \text{dn} v}{\text{cn} v} - k'^2 \int_0^v \frac{du}{\text{cn}^2 u} \]
which is valid for \(0 < v < K\), \(F^t\) can be written
\[ F^t(v) = F_1(v) + F_2(v), \]
where
\[
F_1(v) = -\text{sn} v \text{dn} v (G_1(v) - k'^2 \text{sn}^2 v),
\]
\[
F_2(v) = k'^2 \text{cn} v F_3(v),
\]
\[
F_3(v) = v - E(v) + k'^2 v - k'^2 \int_0^v \frac{du}{\text{cn}^2 u}.
\]

We claim that \(F_2(v) < 0\) for \(0 < v < K\).
We have \(F_3(0) = 0\) and moreover
\[
F'_3(v) = k'^2 \text{sn}^2 v - \frac{k'^2 \text{sn}^2 v}{\text{cn}^2 v}
\]
which is < 0 since \(\text{cn} v < 1\). Now using \(\text{cn} v > 0\) we get \(F_2(v) < 0\).

We claim that \(F_1(v) < 0\) for \(0 < v < K\). Since \(\text{sn} v \text{dn} v > 0\), if we set
\(G_2(v) = k'^2 \text{sn}^2 v\), we must prove that \(G_1(v) - G_2(v) > 0\).

First we observe that
\(G_1(0) = G_2(0) = 0\).

Hence if \(G'_1(v) > G'_2(v)\), we have \(G_1(v) > G_2(v)\). Computing we get
\[
G'_1(v) = 2k^2 E(v) \text{cn}^2 v + 2k'^2 k'^2 v \text{sn} v \text{sn}^2 v,
\]
\[
G'_2(v) = 2k^2 \text{cn} v \text{sn} v \text{dn} v.
\]

We must prove \(H_1(v) > H_2(v)\), where
\[
H_1(v) = E(v) \text{cn}^2 v + k'^2 v \text{sn}^2 v,
\]
\[
H_2(v) = \text{sn} v \text{cn} v \text{dn} v.
\]

For \(0 < v < K\), \(\text{dn} v > \text{cn} v\) see [25] p. 49. Integrating we get \(E(v) > \text{sn} v\).
Moreover \(\text{sn} v > 0\), hence it is sufficient to prove \(I_1(v) > I_2(v)\), where
\[
I_1(v) = \text{cn}^2 v + k'^2 v \text{sn} v, \quad I_2(v) = \text{cn} v \text{dn} v.
\]

We observe that \(I_1(0) = I_2(0) = 1\). Computing and simplifying we have
\[
I'_1(v) - I'_2(v) = 2\text{sn} v \text{dn}^2 v - 2\text{sn} v \text{cn} v \text{dn} v + k'^2 \text{cn} v \text{dn} v.
\]
Using again \(\text{dn} v > \text{cn} v\), we obtain \(I'_1(v) > I'_2(v)\). Therefore \(I_1(v) > I_2(v)\)
and the result is proved.

Moreover \(F(K) = -\text{sn} K \text{dn} K (E(K) - k'^2 K)\) and \(E(K) - k'^2 K > 0\) for
\(0 < k < 1\), see [25] p. 74. Then we have \(F(K) \neq 0\). Hence we have proved
that for \(0 < v \leq K\), \(F(v)\) is non zero.

Now, let us prove that \(F\) is non zero for \(K \leq v \leq 2K\). From the previous computations \(G_1(v) > 0\) for each \(v > 0\).
Indeed \(G'_1(v) > 0\) and \(G_1(0) = 0\). Recall that
\[
F(v) = \text{cn} v G_1(v) - \text{sn} v \text{dn} v (E(v) - k'^2 v)
\]
and for \( K \leq v \leq 2K, \) \( sn, \) \( dn, \) \( E(v) - k^2v \) are positive, \( cnv \) is negative and the zeros of \( snv \) and \( cnv \) are distinct. Hence we have

\[ F(v) < 0 \text{ for } K \leq v \leq 2K. \]

We prove that \( F \) vanishes for \( 2K < v < 3K. \) We observe that for \( v = K \) and \( 3K, \) \( F \) reduces to

\[ F(K) = -\frac{1}{4}KdnK(E(K) - k^2K) \]
\[ F(3K) = -\frac{1}{3}Kdn(3K)(E(3K) - 3k^2K). \]

Using the following formulas from [25, pp. 28 and 64]:

\[ \begin{align*}
    sn3K &= -snK, \\
    dn3K &= dnK, \\
    E(3K) &= 3E(K),
\end{align*} \]

we get

\[ F(3K) = -3F(K) \neq 0. \]

Since \( F \) has opposite signs for \( K \) and \( 3K, \) it vanishes for \( K < v < 3K. \)

We proved that \( F \) has no zero for \( 0 < v < 2K \) and \( F \) vanishes for \( 2K < v < 3K. \) The theorem is proved. On figure 24 in the appendix we compute experimentally the quotient \( t_{1/2}/3K \) which is roughly a constant \( \approx 0.97. \)

4.7. Cut-locus - Preliminaries

We shall describe now the cut-locus. The main property to be proved is that geodesics do not intersect before cutting the Martinet plane \( y = 0. \) The system is represented as a pendulum

\[ \begin{align*}
    \dot{x} &= \cos \theta, \\
    \dot{y} &= \sin \theta, \\
    \dot{z} &= \frac{y^2}{2} \cos \theta. 
\end{align*} \]

(4.23)

In our study, we can consider geodesic segments which are contained in the half-space \( y < 0. \) Assume \( \lambda > 0. \) The angle \( \theta \) increases monotonously along geodesics while \( y < 0 \) and we parametrize geodesics by \( \theta \) instead of length.

Let \( \theta \mapsto (x(\theta), y(\theta), z(\theta)) \) be a geodesic such that \( x(\theta_0) = y(\theta_0) = z(\theta_0) = 0, \) where \( \theta_0 \in ]-\pi, 0[, \) when \( y(0) < 0. \) From (4.23) we get

\[ \begin{align*}
    x(\theta) &= \frac{1}{\sqrt{2\lambda^2}} \int_{\theta_0}^{\theta} \cos t \varphi(\theta_0, t) dt, \\
    y(\theta) &= -\sqrt{2\lambda^2} \varphi(\theta_0, \theta), \\
    z(\theta) &= \frac{1}{\sqrt{2\lambda^2}} \int_{\theta_0}^{\theta} \varphi(\theta_0, t) \cos t dt, \quad(4.24)
\end{align*} \]

where \( \varphi(\theta_0, t) = (\cos t - \cos \theta_0)^{1/2} \) and \( y(\theta) < 0 \) for \( \theta_0 < \theta < -\theta_0. \)

Let \( D \) be the domain \( \{ \xi = (\theta_0, \theta) : -\pi < \theta_0 < 0, \theta_0 < \theta < -\theta_0 \}. \)

Let \( q : (\xi, \lambda) \in D \times ]0, +\infty[ \to R^3 \) be the mapping defined by the formulas (4.24). We are going to prove that \( q \) is a one-to-one mapping.

We proceed as follows. First we eliminate the parameter \( \lambda \) and the coordinate \( y \) using the quasi-homogeneity property, see section 4.4. Indeed, suppose that \( q(\theta^1, \theta_0^1, \lambda^1) = q(\theta^2, \theta_0^2, \lambda^2), \) then \( q(\theta^1, \theta_0^1, \varepsilon \lambda^1) = q(\theta^2, \theta_0^2, \varepsilon \lambda^2), \) \( \forall \varepsilon > 0. \) Multiplying \( \lambda \) by \( \varepsilon, \) we multiply the second coordinate by \( \varepsilon^{-\frac{1}{2}}. \) It
permits us to look for intersections points only in the affine space $y = -1$. If $y(\theta) = -1$, then $\lambda^2 = \sqrt{2} \varphi(\theta_0, \theta)$.

We define the mapping $Q$ as follows: $Q(\xi) = (X(\xi), Z(\xi))$ where

$$\begin{align*}
X(\xi) &= \frac{1}{2\varphi(\xi)} \int_{\theta_0}^t \frac{\cos \varphi(\theta_0, t)}{\varphi(\theta_0, t)} dt \\
Z(\xi) &= \frac{1}{4\varphi^3(\xi)} \int_{\theta_0}^t \varphi(\theta_0, t) \cos \varphi(\theta_0, t) dt.
\end{align*}$$

(4.25)

If we introduce

$$\begin{align*}
A(\xi) &= \int_{\theta_0}^t \varphi(\theta_0, t) dt, \\
B(\xi) &= \int_{\theta_0}^t \frac{dt}{\varphi(\theta_0, t)}, \\
C(\xi) &= \int_{\theta_0}^t \varphi^3(\theta_0, t) dt,
\end{align*}$$

we can write

$$\begin{align*}
X(\xi) &= \frac{1}{2\varphi(\xi)} \left[ A(\xi) + \cos \theta_0 B(\xi) \right] \\
Z(\xi) &= \frac{1}{4\varphi^3(\xi)} \left[ C(\xi) + \cos \theta_0 A(\xi) \right].
\end{align*}$$

(4.26)

We derive from the estimate of theorem 4.7 concerning conjugate points, $t_1, \sqrt{\lambda} > 2K$, that $\frac{\partial Q}{\partial \theta} \wedge \frac{\partial Q}{\partial \theta_0} \neq 0$ if $y(t) < 0$. Hence $Q$ is locally one-to-one.

The problem is to prove a global version of this property.

**Proposition 4.8.** $Q$ is a diffeomorphism of the domain $D = \{ \xi = (\theta_0, \theta); -\pi < \theta_0 < 0, \theta_0 < \theta < -\theta_0 \}$ onto the domain $R = \{ (x, z) : x < 6z \}$.

**Proof.** Let $L$ be the line: $x - 6z = 0$. A main step in the proof is to show that the boundary of the Image of $Q$ is the line $L$.

Let $m \in \partial \text{Im}Q \subset \text{Im}Q$, hence there exists a sequence $\xi_n \in D$ such that $m$ is the limit of the sequence $Q(\xi_n)$. Since $D$ is relatively compact, by choosing a subsequence, we can assume that $\xi_n$ converges in $\mathbb{R}^2$ to a point $\xi_0$. If $\xi_0$ is interior to $D$, there exists an open set $U$ in $D$ such that $\xi_0 \in U$. Since $Q$ is an open mapping, $Q(U)$ is an open set containing $Q(\xi_0)$ and by continuity $m = Q(\xi_0) = \lim_{n \to \infty} Q(\xi_n)$. This contradicts the fact that $m \in \partial \text{Im}Q$. Hence necessarily $\xi_0 \in \partial D$.

We write $\partial D = \triangle_+ \cup \triangle_- \cup \triangle_0$ where:

$$\begin{align*}
\triangle_+ &= \{ \theta = \theta_0 ; -\pi \leq \theta_0 \leq 0 \}, \quad \triangle_- &= \{ \theta = \theta_0 ; -\pi \leq \theta_0 \leq 0 \}, \\
\triangle_0 &= \{ \theta_0 = -\pi; -\pi \leq \theta \leq \pi \}.
\end{align*}$$

We need some auxiliary lemmas to analyse the different cases when $\xi \to \xi_0$.

**Lemma 4.9.** If $\xi \in D$ and $\xi \to \xi_0 = (\overline{\theta}, \overline{\theta})$, $-\pi < \overline{\theta} < 0$, then $X(\xi) \to -\cot \overline{\theta}$ and $Z(\xi) \to -\frac{1}{\overline{\theta}} \cot \overline{\theta}$. Hence $Q$ can be extended by continuity on $D \cup \delta \cup \{ (0, 0), (-\pi, -\pi) \}$ and $\text{Im}Q$ contains the whole line $L$.  

Proof. Take $t \in [\theta_0, \theta]$ and $[\theta_0 - \overline{t}], [\theta - \overline{t}]$ small enough. We have:

$$\varphi(\theta_0, t) \sim \sqrt{-\sin \theta_0} \sqrt{t - \theta_0}$$

$$\int_{\theta_0}^{\theta} \varphi(\theta_0, t)^{i} dt \sim \frac{2}{k + 2}(-\sin \theta_0)^{\frac{1}{2}}(\theta - \theta_0)^{\frac{1}{2}}$$, \quad k \in \mathbb{Z}, \quad k \geq -1.

Hence when $\xi \to (\overline{t}, \overline{t}) \in \Delta \setminus \{(0, 0), (-\pi, -\pi)\}$,

$$A \sim \frac{2}{3 \sin \overline{t}}, \quad B \sim \frac{2}{\sin \overline{t}}, \quad C \sim 0$$

and $X(\xi) \to -\cot \overline{t}, \quad Z(\xi) \to -\frac{1}{6} \cot \overline{t}$.

Therefore Im$Q$ contains the line $L : x - 6z = 0$ and $Q$ can be extended by continuity on $D \cup \Delta \setminus \{(0, 0), (-\pi, -\pi)\}$.

**Lemma 4.10.** If $\xi \in D$ and $\xi \to (0, 0)$ or $\xi \to (-\pi, -\pi)$, then $X(\xi) \to \infty$.

**Proof.** We can write

$$\varphi(\theta_0, \theta) = \sqrt{\frac{\theta_0^2 - \theta^2}{2}} F(\theta_0, \theta),$$

where $F(\theta_0, \theta) \to 1$ uniformly on $D$ when $\xi \to 0$.

Hence

$$B(\xi) \sim \int_{\theta_0}^{\theta} \sqrt{\frac{2}{2}} dt, \quad \text{when } \xi \to 0.$$ 

To compute the integral we set:

$$\frac{t}{\theta_0} = \cos \psi, \quad \cos \beta = \frac{\theta}{\theta_0}, \quad 0 < \beta < \pi$$

and we obtain

$$B(\xi) \sim \sqrt{2} (\pi - \beta), \quad \text{when } \xi \to 0.$$ 

Similarly

$$A(\xi) \sim \int_{\theta_0}^{\theta} \sqrt{\frac{\theta_0^2 - t^2}{2}} dt = \frac{\theta_0^2}{\sqrt{2}} \int_{\beta}^{\pi} \sin^2 \psi d\psi.$$ 

Hence

$$A(\xi) \sim \frac{\theta_0^2}{\sqrt{2}} \left[ \frac{\pi - \beta}{2} + \frac{\sin 2\beta}{4} \right] \quad \text{when } \xi \to 0.$$ 

Moreover

$$\varphi(\xi) \sim \frac{\theta_0}{\sqrt{2}} \sin \beta.$$ 

Therefore when $\xi \to 0$,

$$A \sim \frac{\theta_0}{\sqrt{2}} \left[ \frac{\pi - \beta}{2 \sin \beta} + \frac{\cos \beta}{2} \right], \quad B \sim \frac{2}{\theta_0} \frac{\pi - \beta}{\sin \beta}.$$

Since $\frac{\pi - \beta}{\sin \beta} \geq 1$ for $0 < \beta < \pi$, we have $B \sim \infty$ when $\xi \to 0$ and $X(\xi) \to +\infty$.

The case $\xi \to (-\pi, -\pi)$ is similar.

**Lemma 4.11.** Let $\xi \in D \to \xi_\infty \in \Delta_+ \cup \Delta_0 \setminus \{(0, 0), (-\pi, -\pi)\}$,

$$\xi_\infty = (\theta_0(\infty), \varphi(\infty)).$$ 

Then:

i) If $\theta_0(\infty) = -\pi$, then $X(\xi) \to -\infty$.

ii) If $\theta_0(\infty) \neq -\pi$ and $A(\xi_\infty) + \cos \theta_0(\infty) B(\xi_\infty) \neq 0$, then $X(\xi) \to +\infty$.

iii) If $\theta_0(\infty) \neq -\pi$ and $A(\xi_\infty) + \cos \theta_0(\infty) B(\xi_\infty) = 0$, then $Z(\xi) \to +\infty$. 

Proof. On $D$, $\theta_0 < \theta < -\theta_0$, hence if $\xi_\infty \in \Delta_+ \cup \Delta_0 \setminus \{(0,0), (-\pi,-\pi)\}$, $\theta_0(\infty) < \theta(\infty)$ and if $\xi \rightarrow \xi_\infty$, $\theta_0(\infty) \neq -\pi$, we have:

$$A(\xi) = \int_{\theta_0}^\theta \phi(\theta,t) dt \rightarrow \int_{\theta_0(\infty)}^{\theta(\infty)} \phi(\theta(\infty),t) dt > 0,$$

$$B(\xi) = \int_{\theta_0}^\theta \frac{dt}{\phi(\theta,t)} \rightarrow \int_{\theta_0(\infty)}^{\theta(\infty)} \frac{dt}{\phi(\theta(\infty),t)} > 0,$$

$$C(\xi) = \int_{\theta_0}^\theta \phi^3(\theta,t) dt \rightarrow \int_{\theta_0(\infty)}^{\theta(\infty)} \phi^3(\theta(\infty),t) dt > 0$$

and $\phi(\xi) \rightarrow 0$. Therefore if $\theta_0(\infty) \neq -\pi$ and $A(\xi_\infty) + \cos \theta_0(\infty) B(\xi_\infty) \neq 0$ we get:

$$X(\xi) \sim \frac{A(\xi_\infty) + \cos \theta_0(\infty) B(\xi_\infty)}{2 \phi(\xi_\infty)}$$

and $X(\xi) \rightarrow \infty$ when $\xi \rightarrow \xi_\infty$. This proves ii).

Assume $\theta_0(\infty) \neq -\pi$ and $A(\xi_\infty) + \cos \theta_0(\infty) B(\xi_\infty) = 0$, we shall prove iii). First observe that when $\xi = (\theta_0,\theta), \theta > \theta_0$, we have

$$0 < A(\xi) < \sqrt{B(\xi) C(\xi)}.$$ 

Indeed if we set $\phi(\theta_0,t) = g(t)h(t)$ where $g(t) = \phi(\theta_0,t)^{\frac{3}{2}}$ and $h(t) = \phi(\theta_0,t)^{-\frac{1}{2}}$, we have $g \neq h$ and from Cauchy-Schwartz inequality

$$0 < A = \int_{\theta_0}^\theta g(t)h(t) dt < \left( \int_{\theta_0}^\theta g^2(t) dt \right)^{\frac{1}{2}} \left( \int_{\theta_0}^\theta h^2(t) dt \right)^{\frac{1}{2}}$$

and $C = \int_{\theta_0}^\theta g^2(t) dt, B = \int_{\theta_0}^\theta h^2(t) dt$.

Hence

$$C(\xi_\infty) + \cos \theta_0(\infty) A(\xi_\infty) = A(\xi_\infty) \left[ \frac{C(\xi_\infty)}{A(\xi_\infty)} + \cos \theta_0(\infty) \right]$$

$$> A(\xi_\infty) \left[ \sqrt{\frac{C(\xi_\infty)}{B(\xi_\infty)}} + \cos \theta_0(\infty) \right].$$

Moreover

$$\cos \theta_0(\infty) = -\frac{A(\xi_\infty)}{B(\xi_\infty)} > -\sqrt{\frac{B(\xi_\infty) C(\xi_\infty)}{B(\xi_\infty)}} = -\sqrt{\frac{C(\xi_\infty)}{B(\xi_\infty)}}.$$

Therefore

$$C(\xi_\infty) + \cos \theta_0(\infty) A(\xi_\infty) > 0.$$ 

Since $Z(\xi) \sim \frac{1}{4\phi^3(\xi_\infty)} \left( C(\xi_\infty) + \cos \theta_0(\infty) A(\xi_\infty) \right)$, we deduce that $Z(\xi) \rightarrow +\infty$, when $\xi \rightarrow \xi_\infty$.

An easy computation shows that when $\xi \rightarrow \xi_\infty$, $\theta_0(\infty) = -\pi$, then $X(\xi) \rightarrow -\infty$. This proves i). \hfill \Box

**Corollary 4.12.** If $\xi \rightarrow \xi_\infty \notin \partial D$, $Q(\xi) \rightarrow \infty$ and $X(\xi)$ is bounded, then $Z(\xi) \rightarrow +\infty.$
The preceding considerations show that $\text{Im}Q$ is an open connected set whose boundary is contained in the line $L$ and $\overline{\text{Im}Q}$ contains the line $L$ : 

$$\{x - 6z = 0\}.$$ 

Assume that $\partial \text{Im}Q \neq L$, then from lemma 4.9, there exists $(x_0, z_0) \in L$ such that $(x_0, z_0)$ belongs to $\text{Im}Q$. Hence $\text{Im}Q$ contains a segment $(x_0, [z_0 - \varepsilon, z_0 + \varepsilon])$ and since $\partial \text{Im}Q$ is contained in $L$, it contains the whole line $C : x = x_0$. Therefore we can construct a sequence $\xi_n \in D$ converging to $\xi_\infty \in \partial D$ such that $Q(\xi_n) \in C$ and $Z(\xi_n) \rightarrow -\infty$. By construction $X(\xi_n) = z_0$ and hence $X(\xi_n)$ is bounded. This contradicts the assertion of the corollary 4.12. Therefore $\partial \text{Im}Q = L$.

Since $\partial \text{Im}Q = L$, $\text{Im}Q$ is one of the half-spaces $x - 6z < 0$ or $x - 6z > 0$.

Using again the corollary, we see that $\text{Im}Q$ is the half-space $x - 6z < 0$.

The mapping $Q$ is clearly proper. Indeed take a compact $K$ in $R$, and $\xi_n$ a sequence in $Q^{-1}(K)$ converging to $\xi_\infty$ in $\mathbb{R}^2$. The previous lemmas show that $\xi_\infty$ is not in $\partial D$. Hence the closure of $Q^{-1}(K)$ in $\mathbb{R}^2$ doesn’t intersect the boundary of $D$. Therefore $Q^{-1}(K)$ is a compact subset of $D$.

The mapping $Q$ is a proper local homeomorphism from $D$ onto $\text{Im}Q = \{x - 6z < 0\}$, hence it is a covering. Since $\text{Im}Q$ is simply connected it is a diffeomorphism and the proposition is proved.

**Lemma 4.13.** Let $\gamma(\cdot), \tilde{\gamma}(\cdot)$ be two distinct geodesics parametrized by the length, $\gamma(0) = \tilde{\gamma}(0), \gamma(t) = \tilde{\gamma}(t)$, for some $t \geq \hat{t} > 0$. Then, $\gamma|_{0, \hat{t}}$ is not a length minimizer, for any $\tau > \frac{\hat{t} + \hat{t}}{2}$.

**Proof.** The statement is obvious if $t > \hat{t}$. Suppose $t = \hat{t}$ and $\gamma|_{0, \hat{t}}$ is a length minimizer for some $\tau > t$.

Then, the broken curve

$$s \mapsto \begin{cases} \tilde{\gamma}(s), & 0 \leq s \leq t \\ \gamma(s), & t \leq s \leq \tau \end{cases}$$

is also a length minimizer. The curve (4.27) is not however a geodesic and it cannot be the length minimizer.

**Theorem 4.14.** The geodesics whose projection in the plane $(x, y)$ is a line are minimizers. A geodesic whose projection is not a line admits a cut point at time $t_p = 2K/\sqrt{\lambda}$ corresponding to its first intersection with Martinet surface. Hence the intersection of the conjugate locus and the cut locus is empty.

The proof is a consequence of the following geometric considerations.

4.8. A PREVIEW OF THE SUB-RIEMANNIAN SPHERE

A nice flat representation of the sphere (a chart) is indeed provided by mapping $Q$. First, consider the particular geodesics given by $x(t) = P_1 t, y(t) = P_2 t$ and $z(t) = \frac{1}{6} P_1 P_2^2 t^3$, where $P_1$ and $P_2 \neq 0$ are constant. They project onto lines in the plane $(x, y)$. Hence they are minimizers. Assume $P_2 < 0$ and consider their intersections with the plane $y = -1$. We get $z = x/6$ and they form the boundary of the domain $R$.

Now, consider an arc-length parametrized geodesic whose projection in the plane $(x, y)$ is not a line and associated to $(\varphi, \lambda)$ in the parametrization of proposition 4.3. We can assume $\lambda > 0$ and $\varphi \in \left]-\frac{\pi}{2}, \frac{\pi}{2}\right[$. It is
well known that it is a minimizer for small time. Its y coordinate is given by \( y(t) = -\frac{2k}{\sqrt{\lambda}} \tanh(K + t\sqrt{\lambda}, k) \). The first intersection with Martinet surface corresponds to \( t\sqrt{\lambda} = 2K \). Now using the symmetry \( S_1 : (x, y, z) \mapsto (x, -y, z) \), it intersects also at the same point and at the same time the geodesic corresponding to \( \lambda \) and \( \pi - \varphi \). Moreover the respective slopes are \((P_1, P_2, 0)\) and \((P_1, -P_2, 0)\). From lemma 4.13, the geodesic cannot be minimizing beyond this intersection point. Now from our previous study using mapping \( Q \), we have a very precise representation of geodesics contained in one half-space \( y \neq 0 \).

We can assume for instance \( y < 0 \). Cutting by \( y = -1 \), and using mapping \( Q \), we see that the geodesic projections corresponding to \( \lambda > 0 \) filled the domain \( R : 6z > x \), without intersecting. It is represented on figure 1. The boundary \( 6z = x \) contains the geodesics corresponding to \( \lambda = 0 \), \( \varphi \neq \frac{k\pi}{2} \) which project onto line in the plane \((x, y)\), and domain \( R : 6z < x \) is filled with projections corresponding to \( \lambda < 0 \).

In particular, before intersecting Martinet surface, taking a point \( q_1 \) on the geodesic, there is no other geodesic path joining \( 0 \) to \( q_1 \). Hence it is minimizing.

Moreover our study gives us a precise representation of minimizing geodesics which is in fact equivalent to a chart of the sphere.

**Figure 1**

4.9. **Sub-Riemannian sphere \( S(0, r) \)**

4.9.1. **Intersection of \( S(0, r) \) with the cut locus.** This intersection can be precisely computed using the previous section. If we take geodesics parametrized by arc-length, the time is the length. Hence, let \( r > 0 \), setting \( t_p = r = 2K/\sqrt{\lambda} \) which corresponds to the first intersection with Martinet surface and using the parametrization coming from proposition 4.3, we get

\[
\begin{align*}
x(k) &= -r + \frac{2}{\sqrt{\lambda}}(E(3K) - E(K)) \\
z(k) &= \frac{2}{3\lambda^2}[(2k^2 - 1)(E(3K) - E(K)) + 2Kk^2].
\end{align*}
\]

Using \( E(3K) = 3E(K) \), and the notation \( E \) for \( E(K) \), we get that the intersection of the cut locus with the sphere \( S(0, r) \) is a curve denoted \( k \mapsto c(k) \), contained in Martinet plane \( y = 0 \), which admits the following parametric
representation

\begin{align}
  x(k) &= -r + 2r \frac{E}{K} \\
  z(k) &= \frac{r^3}{6K^3}[(2k^2 - 1)E + k'^2K]
\end{align}

where \( k \in ]0, 1[ \), and the curve deduced from \( c \) using the symmetry \((x, z) \mapsto (-x, -z)\).

In order to understand the properties of this curve, the following properties are fundamental.

First, by definition

\[
  K(k) = \int_0^1 \frac{d\eta}{\sqrt{(1 - \eta^2)(k'^2 + k^2\eta^2)}} = \int_0^{\frac{\pi}{2}} (1 - k^2 \sin^2 \theta)^{-\frac{1}{2}} \, d\theta
\]

and

\[
  E(k) = \int_0^K \, du = \int_0^{\frac{\pi}{2}} (1 - k^2 \sin^2 \theta)^{\frac{1}{2}} \, d\theta.
\]

Both mappings can be expanded in ascending powers of \( k^2 \), see [25] p. 73,

\[
  K = \frac{1}{2} \pi [1 + \left(\frac{1}{2}\right)^2 + \left(\frac{3}{2}\right)^2 + \ldots]
\]

\[
  E = \frac{1}{2} \pi [1 - \left(\frac{1}{2}\right)^2 - \left(\frac{1}{3}\right)^2 + \ldots]
\]

for \( 0 < k < 1 \).

Hence

\[
  \frac{E}{K} = 1 - \frac{k^2}{2} + o(k^2),
\]

and

\begin{align}
  x(k) - r &= -rk^2 + o(k^2) \\
  z(k) &= \frac{2r^3}{3\pi^2}k^2 + o(k^2).
\end{align}

In particular, when \( k \to 0^+ \), the cut locus intersected with the sphere is the restriction to \( z > 0 \) of the graph of an analytic function which can be represented by

\[
  z = -\frac{2r^2}{3\pi^2}(x - r) + o(x - r).
\]

When \( k \to 1^- \), the situation is quite different. This is due to the following fact. We can extend the mapping \( k \mapsto K(k) \) to an analytic function on \( \mathbb{C}\setminus[1, +\infty[ \), which presents a logarithmic singularity when \( k \to 1 \). More precisely, computing we get the following asymptotic expansions, when \( k' \to 0 \)

\begin{align}
  K &= \log \left(\frac{1}{k'}\right) + \log 4 + o(k') \\
  E &= 1 + \frac{k'^2}{2} \log \left(\frac{1}{k'}\right) + \frac{k'^2}{2} \left(\log 4 - \frac{1}{2}\right) + o(k'^3).
\end{align}
To get the complete asymptotic expansion, we can use the following properties see [25], section 3.8. First we have
\[
\frac{dE}{dk} = \frac{1}{k}(E - K)
\]
(4.33)
and \( K \) is solution of the following second-order linear Fuchsian differential equation
\[
k(1 - k^2) \frac{d^2w}{dk^2} + (1 - 3k^2) \frac{dw}{dk} - kw = 0
\]
(4.34)
and \( E \) is solution of the same kind of equation
\[
k(1 - k^2) \frac{d^2w}{dk^2} + (1 - k^2) \frac{dw}{dk} + kw = 0.
\]
(4.35)
This can be used to compute the asymptotic expansions when \( k \to 1 \) and we get, see [13] p. 134:
\[
K(k) = \log(\frac{4}{k}) + \left(\frac{1}{2}\right)2k^2 \left[\log(\frac{4}{k}) - 1\right] + \left(\frac{1,3,5}{2,4,6}\right)2k^4 \left[\log(\frac{4}{k}) - 1 - \frac{2}{3,4} - \frac{2}{5,6}\right] + \ldots.
\]
\[
E(k) = 1 + \left(\frac{1}{2}\right)2k^2 \left[\log(\frac{4}{k}) - 1\right] + \left(\frac{1,3,5}{2,4,6}\right)2k^4 \left[\log(\frac{4}{k}) - 2 - \frac{2}{3,4} - \frac{1}{5,6}\right] + \ldots.
\]
From (4.32), we get the following estimates when \( k' \to 0 \),
\[
\frac{x + r}{2r} = \frac{E}{K} = \frac{1}{\log(\frac{1}{r})} - \frac{\log 4}{\log^2(\frac{1}{r})} + o\left(\frac{1}{\log^2(\frac{1}{r})}\right).
\]
(4.36)
Now, we observe that \( z \) can be written
\[
6z = \frac{1 - 2k^2}{E^2} r^3 (\frac{E}{K})^3 + \frac{r^3k'^2}{K^2},
\]
(4.37)
hence we get
\[
6z = r^3 \left(\frac{1 - 2k^2}{E^2} \frac{x + r}{2r} \right)^3 + \frac{r^3k'^2}{K^2}
\]
(4.38)
and this gives us the basic estimate
\[
6z - r^3 \left(\frac{x + r}{2r}\right)^3 = -\frac{3r^3}{2} \frac{k'^2}{\log^3(\frac{1}{r})} + o\left(\frac{k'^2}{\log^3(\frac{1}{r})}\right).
\]
(4.39)
And from (4.36) we get when \( k' \to 0 \)
\[
k' = e^{-\frac{2x}{k' \cdot 4(1 + o(1))}}
\]
(4.40)
and we obtain when \( k' \to 0 \)
\[
6z - r^3X^3 = -24r^3X^3e^{-\frac{2}{3}} + o(X^3e^{-\frac{2}{3}})
\]
(4.41)
where \( X = \frac{x + r}{2r} \). Hence we have:
Proposition 4.15. When \( k' \to 0 \), the graph of \( c \) is given by

\[
z = \frac{r^3}{6} \left( \frac{x + r}{2r} \right)^3 + F \left( \frac{x + r}{2r} \right),
\]

where \( F \) is a flat function of the form \( F(X) = -4r^3X^3e^{-\frac{2}{X}} + o(X^3e^{-\frac{2}{X}}) \).

Theorem 4.16. The intersection of the sphere \( S(0, r) \), \( r > 0 \) with Martinet surface is not sub-analytic.

Proof. The intersection of the sphere \( S(0, r) \) with the plane \( y = 0 \) is formed by the union of the curve \( c \) which is located in \( z > 0 \), the symmetric curve \(-c\) and the two points \( x = \pm r, z = 0 \), which correspond to the intersections of the geodesic line \( x = t, y = z = 0 \) with the sphere. Recall that this line is the projection of an abnormal bi-extremal. These two points are in the closure of \( c \). Hence the intersection will form a closed curve around 0.

The closure of \( c \) is not semi-analytic at \((-r, 0)\), because at this point the graph of \( c \) is the sum of an algebraic function and a flat function of order \( X^3e^{-\frac{2}{X}} \). Hence this curve is not sub-analytic, semi-analytic and sub-analytic being the same in the plane. Since the intersection of \( S(0, r) \) with the analytic set \( y = 0 \) is not sub-analytic the sphere is not sub-analytic. The same is true for the distance function.

4.9.2. Parametrization of the sphere. To get the parametrization of the sphere of radius \( r > 0 \), it is sufficient to set \( t = r, u = K + r\sqrt{\lambda} \) and to impose the constraint \( u \leq 3K \) in the formulas of proposition 4.3. It is represented on the following figures. The first one represents the intersection of the cut locus with the sphere of radius \( r = 0.1 \) for \( z > 0 \), the complete curve is the union of this one and of the curve obtained by the symmetry \((x, z) \mapsto (-x, -z)\). The second figure is the projection of the sphere on the plane \( Oxz \).

Figure 2

Figure 3
4.10. Intersection of the wave front $W(0, r)$ with the Martinet plane

Similarly we can compute the intersection of the wave front with the Martinet plane $y = 0$. It is sufficient to plug $t = r = 2NK/\sqrt{N}$ in the parametrization from proposition 4.3 which corresponds to the $N$-th intersection of the geodesic with the Martinet surface. For each $N$, we obtain a curve $c_N$ which admits the following parametric representation

$$x_N(k) = -r + 2r \frac{E}{K},$$

$$z_N(k) = \frac{r^3}{6N^2K^3}[(2k^2 - 1)E + k'^2K]$$

where $k \in [0, 1]$, and the curve deduced from $c_N$ using the symmetry $(x, z) \rightarrow (-x, -z)$. For $N = 1$, we get the curve $c$ computed in 4.9, which represents the intersection of the sphere with the Martinet plane. We represent the curves $c_N$ for $N = 1, \ldots, 5$, on figure 4. As previously we can evaluate the graphs of $c_N$ when $k \rightarrow 0$ or $k \rightarrow 1$. We summarize these results in the following proposition.

**Proposition 4.17.** The intersection of the wave front $W(0, r)$ with the Martinet plane $y = 0$, and the half space $z > 0$ is the union of curves $c_N$, $N \in \mathbb{N}^*$, whose closure admits two ramified point at $x = \pm r, z = 0$. The graph of $c_N$ at $x = -r, z = 0$ is given by

$$z = \frac{r^3}{6N^2} \left(\frac{x + r}{2r}\right)^3 + F\left(\frac{x + r}{2r}\right),$$

where $F(X) = \alpha r^3X^3e^{-\frac{2}{X}} + o(X^3e^{-\frac{2}{X}})$, $\alpha \neq 0$, and at $x = r, z = 0$ by

$$z = -\frac{2r^2}{3N^2\pi^2}(x - r) + o(x - r),$$

The exterior curve obtained for $N = 1$ represents the intersection of the sphere with the Martinet plane.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{Figure 4}
\end{figure}

4.11. Exp-log category

Since the intersection of the sphere $S(0, r)$ with the Martinet plane $y = 0$ is not sub-analytic, an important question is to find the precise transcendence of this object. A first observation is the fact that in the domain $z > 0$ it is the parametric curve $k \mapsto (x(k), z(k))$ where $k \in [0, 1]$ and $x, z$ are defined by (4.29), (4.30). It can be extended by continuity in the domain $z \geq 0$ by
taking \( k \in [0, 1] \) and this curve is semi-analytic if \( k \neq 1 \). Near \( k = 1 \) if we set \( X_1 = k' \) and \( X_2 = (\log \frac{1}{k'})^{-1} \) where \( k' \in [0, 1] \) and \( k'^2 + k^2 = 1 \), this curve is the image by an analytic mapping defined on a neighborhood of \( O_{\mathbb{R}^2} \) into \( \mathbb{R}^2 \) of the pfaffian set \( X_1 = 4e^{-\frac{k'}{k}} \). We shall give a more precise description using the exp-log category, [16],[27].

**Theorem 4.18.** The intersection of the sphere \( S(0, r) \), \( r > 0 \) with the Martinet plane \( y = 0 \) in the domain \( z \geq 0 \) is near \( X = 0 \) with \( X = \frac{z + r}{2} \) a graph of the form:

\[
z = F(X, \frac{e^{-\frac{r}{X}}}{X^2})
\]

where \( X \geq 0 \) and \( F \) is an analytic mapping from a neighborhood of \( O_{\mathbb{R}^2} \) into \( \mathbb{R} \).

**Proof.** We can write near \( k' = 0 \):

\[
X = \frac{x + r}{2r} = \frac{E}{K}
\]

where

\[
E(k') = u_1(k') \log \frac{4}{k'} + u_2(k')
\]

\[
K(k') = u_3(k') \log \frac{4}{k'} + u_4(k'),
\]

the \( u_i \)'s being analytic functions and:

\[
u_1(k') = \frac{k'^2}{4} + o(k'^3), \quad u_2(k') = 1 - \frac{k'^2}{8} + o(k'^3),
\]

\[
u_3(k') = 1 + \frac{k'^2}{4} + o(k'^3), \quad u_4(k') = -\frac{k'^2}{4} + o(k'^3).
\]

If we set: \( X_1 = k' \), \( X_2 = (\log \frac{1}{k'})^{-1} \), we get that \( X \) is the image of \( X_2 \) by the transformation:

\[
X = \frac{u_1(X_1) + X_2 u_2(X_1)}{u_3(X_1) + X_2 u_4(X_1)} \quad (4.42)
\]

\[
= \left[ (1 - \frac{X_1^2}{8} + ...) X_2 + (\frac{X_1^2}{4} + ...) \right] \left[ 1 - \frac{X_2^2}{4} + \frac{X_2^2}{4} X_2 + ... \right]
\]

and \( X \) can be written as

\[
X = A_1(X_1, X_2) \quad (4.43)
\]

where \( A_1 \) is analytic near 0. Moreover computing using (4.42) we get when \( k' \to 0 \):

\[
X_2 \sim X, \quad X_1 \sim 4e^{-\frac{1}{X}} \quad (4.44)
\]

and we can write:

\[
X_2 = X(1 + Y_2(X)), \quad X_1 = 4e^{-\frac{1}{X}}(1 + Y_1(X))
\]

where \( Y_1, Y_2 \to 0 \) when \( X \to 0 \). We can easily evaluate \( Y_1 \) and \( Y_2 \). Indeed inverting (4.42) we obtain:

\[
X_2 = \frac{u_3 X + u_1}{u_4 X - u_2} = X(1 + \frac{O(X_1^2)}{X} + O(X_1^2) + ...).
\]
And since $X_1 \sim 4e^{-\frac{1}{X}}$ we get that $Y_2$ is of order $X^{-1}e^{-\frac{2}{X}}$. In particular $\frac{Y_2}{X} \to 0$ when $X \to 0$.

Moreover $Y_1$ and $Y_2$ are related as follows:

$$X_1 = 4e^{-\frac{1}{X}}(1 + Y_1(X)) = 4e^{-\frac{1}{X(X + \frac{1}{2})}}$$

$$= 4e^{-\frac{1}{X}}e^{-\frac{1}{X(X + \frac{1}{2})}} = 4e^{-\frac{1}{X}}e^{\frac{Y_2}{X} - \frac{2}{X} + \cdots}.$$  

Therefore we have:

$$Y_1(X) = A_2\left(\frac{Y_2}{X}, X\right)$$

where $A_2$ is analytic near 0 and moreover $Y_1 \sim \frac{Y_2}{X}$ when $X \to 0$. Inverting the previous equation we get that

$$Y_2(X) = XA_3(X, Y_1)$$  \hspace{1cm} (4.45)

where $A_3$ is analytic at 0 and $Y_2 \sim XY_1$ when $X \to 0$.

From (4.42) we get:

$$X = X_2 + A_4(X_1, X_2)$$

where $A_4(0, X_2) = 0$. Hence equation (4.42) can be written

$$X = X(1 + Y_2 + \frac{A_4(X_1, X_2)}{X}).$$

Using (4.45) and simplifying by $X^2$, we get that (4.42) is equivalent to

$$0 = A_3(X, Y_1) + \frac{A_4(X_1, X_2)}{X^2}.$$  \hspace{1cm} (4.46)

This equation can be written as:

$$A_5(Y_1, X, \frac{e^{-\frac{1}{X}}}{X^2}) = 0$$  \hspace{1cm} (4.47)

where $A_5$ is analytic at 0, $A_5(0) = 0$ and $\frac{\partial A_5}{\partial Y_1}(0) = 1$. Hence using the implicit function theorem in the analytic category we deduce that

$$Y_1 = A_6(X, \frac{e^{-\frac{1}{X}}}{X^2})$$  \hspace{1cm} (4.48)

where $A_6$ is analytic at 0.

Therefore:

$$Y_2(X) = A_7(X, \frac{e^{-\frac{1}{X}}}{X^2})$$

where $A_7$ is analytic at 0.

Now from (4.30), $z(k)$ is given by:

$$z(k) = \frac{r^3}{6K^3}\left[(2k^2 - 1)E + k^2F\right]$$

and is near $k' = 0$ an analytic function of $X_1 = k'$ and $X_2 = (\log \frac{1}{k'})^{-1}$.

Hence in conclusion $z$ can be written near $X = 0$ as:

$$z = \frac{F(X, \frac{e^{-\frac{1}{X}}}{X^2})}{X^2}$$

where $F$ is analytic at 0. The theorem is then proved. \qed
Remark 4.19. In the previous expansion, the variables $X$ and $X^{-2}e^{-\frac{1}{X}}$ are called the scale. We can obtain a better scale if we use the fact that the $u_i$'s are analytic with respect to $k^2$. An important question is to find the scale in the Martinet case when the set of geodesics is integrable by quadratures. It will be the object of a forthcoming article.

5. One parameter deformation of the Martinet flat case

In the previous section we have described in the flat case the singularities of the sub-Riemannian sphere and of the wave front due to the existence of abnormal bi-extremals. This example is a precious guide to understand in general the role of abnormal geodesics in sub-Riemannian geometry.

The aim of this section is to investigate the stability of the phenomena observed in the flat case and the accuracy of the flat case to describe the sub-Riemannian sphere in the Martinet case. A priori this stability is not obvious. Indeed in the flat case the geodesic lines contained in the Martinet surface are not strictly abnormal. Moreover the intersection of the conjugate and the cut locus from 0 is empty, but their closures intersect onto the geodesic line. To understand the general situation, we must use a graduated normal form of order 0, as the one given in theorem 2.23, which depends on 3 parameters. This model is too complicated for a preliminary study because it is not yet clear what are the adapted expansions needed to evaluate the exponential mapping. Hence we shall analyze in a first step a one-parameter deformation $\varepsilon \to d(\varepsilon)$ of the flat case. This model will be integrable by quadratures and we shall be able to evaluate the exponential mapping in a $C^0$ neighborhood of the abnormal geodesic. It will give a clear geometric interpretation of the role of one parameter in the normal form, also it will allow to understand the general integrable case which shall be studied in [7].

5.1. Construction of the model

The one-parameter deformation will have the following properties.

5.1.1. Property. For each $\varepsilon \neq 0$, a geodesic is the projection of an unique bi-extremal considered as a curve in the projective space $P(T^*\mathbb{R}^3)$.

5.1.2. Property. The Hamiltonian differential equation whose solutions are the normal bi-extremals must have two cyclic coordinates and hence has to be integrable.

Having fixed such properties, the problem is to construct a one dimensional mechanical system of the form

$$\ddot{y}^2 + P_1^2(y) = 1,$$

where $P_1^2$ is the potential depending on the parameter deformation $\varepsilon$ and two arbitrary constants $p_x$ and $p_z$. In order to satisfy the property 5.1.1, we must break the following symmetry occurring in the flat case: $P_1(-y) = P_1(y)$. Now to simplify the computations, we want to parametrize the set of normal geodesics using the lowest transcendence. This last constraint is very precise in terms of elliptic integrals and we have to make the following choice. The function $1 - P_1^2(y)$ has to be a polynomial of degree 4, which can be written
in canonical form as \((1 - \eta^2)(\delta k'^2 + k'^2\eta^2)\), \(\delta = 0, 1, -1\) where \(\eta\) is deduced from \(y\) using a translation combined with a similarity, but not a more general homographic transformation.

5.1.3. Model. We choose the one-form \(\omega = (1 + \varepsilon y)dz - \frac{1}{2}y^2dx\). The distribution \(D = \ker \omega\) is spanned by

\[ F_1 = (1 + \varepsilon y)\frac{\partial}{\partial x} + \frac{y^2}{2}\frac{\partial}{\partial z}, \quad F_2 = \frac{\partial}{\partial y}. \]

The brackets are given by

\[ [F_1, F_2] = \varepsilon \frac{\partial}{\partial x} + y\frac{\partial}{\partial z}, \quad [[F_1, F_2], F_2] = \frac{\partial}{\partial z}, \quad [[F_1, F_2], F_1] = 0 \]

and the brackets of length \(\geq 4\) are 0. Hence the Lie algebra generated by \(\{F_1, F_2\}\) is nilpotent. The singular set \(S\) is not a contact form is given by \((1 + \varepsilon y/2) = 0\). Therefore if \(\varepsilon \neq 0\), \(S\) is the union of the two planes: \(y = 0\) and \(y = -2/\varepsilon\). We shall localize our study in a neighborhood of 0, hence we assume first

\[(H_1) \quad |y\varepsilon| < 2.\]

In this domain the Martinet surface is the plane \(y = 0\).

We choose the metric \(g\) by taking \(F_1\) and \(F_2\) as orthonormal vector fields. If \((1 + \varepsilon y) \neq 0\), we can write on \(D, dz = \frac{y^2}{2(1 + \varepsilon y)}dx\). Hence we shall restrict our study to the domain \(U\) given by

\[(H_2) \quad |y\varepsilon| < 1,\]

where the metric can be represented by

\[ g = \frac{1}{(1 + \varepsilon y)^2}dx^2 + dy^2, \]

and \(\bar{g}\) will denote the induced Riemannian metric on the plane \((x, y)\).

5.2. Equations of the set of geodesics in the domain \(U\)

5.2.1. Abnormal geodesics. The system is written

\[ \dot{x} = u(1 + \varepsilon y) \]
\[ \dot{y} = v \]
\[ \dot{z} = \frac{u y^2}{2}. \]

The control corresponding to abnormal geodesics is \(v \equiv 0\) and the abnormal geodesics are contained in the Martinet plane \(y = 0\) and they satisfy the equations

\[ \dot{x} = u, \quad y = 0, \quad z = z_0. \]

We shall denote \(\gamma : t \rightarrow (\pm t, 0, 0)\) the abnormal geodesics starting from 0 and parametrized by arc-length.
5.2.2. Normal geodesics. We set $F_3 = \frac{\partial}{\partial \varepsilon}$ and $P_i = \langle p_i, F_i(q) \rangle$, $i = 1, 2, 3$. The Hamiltonian corresponding to normal bi-extremals is
\begin{equation*}
H_n = \frac{1}{2} (P_1^2 + P_2^2),
\end{equation*}
where
\begin{equation*}
P_1 = p_x (1 + \varepsilon y) + p_z \frac{y^2}{2}, \quad P_2 = p_y.
\end{equation*}
There exists two cyclic coordinates $x, z$ and $p_x, p_z$ are first integrals. The normal bi-extremals are solutions of
\begin{align*}
\dot{x} &= (1 + \varepsilon y)[p_x (1 + \varepsilon y) + p_z \frac{y^2}{2}], \\
\dot{y} &= p_y, \\
\dot{z} &= \frac{y^2}{2} [p_x (1 + \varepsilon y) + p_z \frac{y^2}{2}], \\
\dot{p}_x &= 0 \\
\dot{p}_y &= -(\varepsilon p_x + p_z y) [p_x (1 + \varepsilon y) + p_z \frac{y^2}{2}], \\
\dot{p}_z &= 0.
\end{align*}
In the coordinates $(q, P)$ we have
\begin{align*}
\dot{z} &= (1 + \varepsilon y) P_1, \\
\dot{y} &= P_2, \\
\dot{z} &= P_1, \\
\dot{P}_i &= \sum_{j=1} \{P_i, P_j\} P_j,
\end{align*}
and computing we get
\begin{equation*}
\{P_1, P_2\} = \langle p_r, \varepsilon \frac{\partial}{\partial x} + y \frac{\partial}{\partial z} \rangle.
\end{equation*}
Using for $| \varepsilon | < 1$,
\begin{equation*}
\frac{\partial}{\partial x} = \frac{1}{(1 + \varepsilon y)} \left( F_1 - \frac{y^2}{2} F_3 \right),
\end{equation*}
we obtain
\begin{equation*}
\{P_1, P_2\} = y P_3 + \frac{\varepsilon}{1 + \varepsilon y} \left( P_1 - \frac{y^2}{2} P_3 \right)
\end{equation*}
and we get the equations
\begin{align*}
\dot{P}_1 &= \left[ y P_3 + \frac{\varepsilon}{1 + \varepsilon y} (P_1 - \frac{y^2}{2} P_3) \right] P_2, \\
\dot{P}_2 &= -\left[ y P_3 + \frac{\varepsilon}{1 + \varepsilon y} (P_1 - \frac{y^2}{2} P_3) \right] P_1, \\
\dot{P}_3 &= 0.
\end{align*}

The mechanical interpretation is the following. We set $P_1 = \cos \theta$, $P_2 = \sin \theta$. Hence if $\theta \neq n \pi$, we have $\dot{\theta} = -(p_x \varepsilon + p_z y)$. Therefore $\dot{\theta} + \lambda \sin \theta = 0$ where $\lambda = p_z$. It is the pendulum equation with $\dot{\theta}(0) = -p_x \varepsilon$. 

5.3. Geodesics of the induced metric

By setting $P_3 = 0$ in the previous equations and if we let

\[ \bar{F}_1 = (1 + \varepsilon y) \frac{\partial}{\partial x}, \quad \bar{F}_2 = \frac{\partial}{\partial y}, \]

and

\[ \bar{P}_1 = p_x(1 + \varepsilon y), \quad \bar{P}_2 = p_y, \]

\[ \bar{H} = \frac{1}{2}(\bar{P}_1^2 + \bar{P}_2^2), \]

the equations of the geodesics of the induced metric $\bar{g}$ are then

\[ \dot{x} = (1 + \varepsilon y) \bar{P}_1, \quad \dot{\bar{P}}_1 = \frac{\varepsilon}{1 + \varepsilon y} \bar{P}_2, \]

\[ \dot{y} = \bar{P}_2, \quad \dot{\bar{P}}_2 = \frac{\varepsilon}{1 + \varepsilon y} \bar{P}_1. \]  

(5.4)

They can be studied by considering the equation

\[ \dot{y}^2 + \bar{P}_1^2 = 1, \]

where $\bar{P}_1 = p_x(1 + \varepsilon y).$ It is a mechanical system whose physical space is $|\bar{P}_1(y)| \leq 1.$ At $t = 0,$ one has $y(0) = 0,$ hence we get the condition $|p_x| \leq 1.$

The change of sign of $\dot{y}$ are given by solving $\bar{P}_1 = \pm 1,$ i.e., $p_x(1 + \varepsilon y) = \pm 1.$

We can assume $\varepsilon \neq 0$ and we get $y = \frac{\pm 1 - p_x}{\varepsilon p_x}$ if $p_x \neq 0.$

The solutions can be studied by considering the graph of $\bar{P}_1.$ If $p_x \neq 0,$ they are precisely two intersections of $\bar{P}_1$ with $\pm 1$ and they are denoted $y_- < y_+.$ If $p_x \neq \pm 1,$ one has $y_- < 0 < y_+$ and the system oscillates between $y_-$ and $y_+.$ If $p_x = \pm 1,$ $\dot{y}(0) = 0$ and $\ddot{y}(0) = -\varepsilon,$ and $y_-$ or $y_+$ is 0. If $p_x = 0,$ there is no intersection of $\bar{P}_1$ with $\pm 1$ and there is no oscillation. More precisely the solution can be computed. Indeed we have

\[ \ddot{y} = \bar{P}_2 = -\frac{\varepsilon}{1 + \varepsilon y} \bar{P}_1^2, \]

and we get the equation

\[ \ddot{y} + \varepsilon p_x^2(1 + \varepsilon y) = 0 \]  

(5.5)

which can be easily integrated.

The optimality status of the geodesics for the metric $\bar{g}$ can be studied. In particular, we can evaluate the conjugate and the cut loci. Using index theory we can analyze the conjugate locus for the sub-Riemannian geodesics corresponding to $p_x = 0$ which project onto geodesics for $\bar{g}.$ An interesting result in this direction is given by the following proposition.

Proposition 5.1. The geodesic line parametrized by arc-length $\bar{\gamma} : x = z = 0, y = \pm t$ is the only geodesic parametrized by arc-length $\epsilon : [0, T] \to U, \epsilon = (x, y, z)$ such that $\epsilon(0) = 0, \epsilon(T) = (0, *, 0).$ In particular $\bar{\gamma}$ is isolated in the set of geodesics.

Proof. Observe that for a normal bi-extremal

\[ \frac{d}{dt}(p_x x + p_z z) = P_1^2. \]
Hence if \( x(0) = z(0) = 0 \), we have

\[
p_x x(T) + p_z z(T) = \int_0^T P_1^2(t) \, dt.
\]

Therefore if \( P_1 \neq 0 \), we have

\[
p_x x(T) + p_z z(T) > 0.
\]

In particular if \( p_x = P_1(0) \neq 0 \), we cannot have both \( x(T) = z(T) = 0 \). If \( p_x = 0 \), \( P_1 \neq 0 \) then \( p_z \neq 0 \) and \( z(T) \neq 0 \). If \( p_x = 0 \), \( P_1 = 0 \), we have \( p_z = 0 \) if \( y(t) \neq 0 \). Hence the line \( x = z = 0 \) corresponding to \( p_x = p_z = 0 \) is isolated.

### 5.4. Normal geodesics corresponding to \( p_z \neq 0 \)

#### 5.4.1. Symmetry.

We introduce the following parameters: \( P_1(0) = p_x = \sin \varphi \), \( P_2(0) = \cos \varphi \), where \( \varphi \in [0, 2\pi] \) and \( p_z = \lambda \). Observe that equations (5.1) are left invariant for the following transformation: \( X = -x, Y = y, Z = -z, P_X = -p_x, P_Y = p_y, P_Z = -p_z \). Hence the set of normal geodesics is left invariant by the symmetry: \( S_2 : (x, y, z) \rightarrow (-x, y, -z) \) and the same is true for the metric. Therefore in our study, we can assume \( \lambda > 0 \).

Also equations (5.1) and the metric are left invariant by the transformation \( (y, p_y, \epsilon) \rightarrow (-y, -p_y, -\epsilon) \). Hence in our study we can fix the sign of \( \epsilon \) and for convenience we shall assume \( \epsilon \leq 0 \).

#### 5.4.2. Characteristic equation in normal form.

We analyze now the equations defining normal bi-extremals parametrized by arc-length: \( H_n = 1/2 \) and we get

\[
\dot{y}^2 + P_1^2(y) = 1,
\]

where \( P_1 = p_x(1 + \varepsilon y) + p_z y^2/2 \) and \( p_x, p_z \) are constant, \( p_x = \sin \varphi \), \( p_z = \lambda > 0 \).

The physical space is \( \{ y \in U \mid |P_1(y)| \leq 1 \} \). Hence we get the condition

\[
(H3) \quad |p_x| \leq 1.
\]

We can write

\[
1 - P_1 = 1 - p_x + \frac{\varepsilon^2 p_x^2}{2\lambda} - \frac{\lambda}{2} (y + \frac{\varepsilon p_x}{\lambda})^2.
\]

Since \( |p_x| \leq 1 \), we have \( 1 - p_x + \frac{\varepsilon^2 p_x^2}{2\lambda} > 0 \) when \( \varepsilon \neq 0 \). If \( \varepsilon = 0 \), our previous study shows that we can assume \( |p_x| \neq 1 \). Hence if we set

\[
2k^2 = 1 - p_x + \frac{\varepsilon^2 p_x^2}{2\lambda},
\]

we can always assume \( 2k^2 > 0 \).

Now we can write

\[
1 + P_1 = 1 + p_x - \frac{\varepsilon^2 p_x^2}{2\lambda} + \frac{\lambda}{2} \left( y + \frac{\varepsilon p_x}{\lambda} \right)^2.
\]

We introduce

\[
2k'^2 = 1 + p_x - \frac{\varepsilon^2 p_x^2}{2\lambda}
\]

\( k'^2 \)
and we have \( k^2 + k'' = 1 \). Let \( k'^2 = |k''| \), we can write \( k'' = \delta k'^2 \), where \( \delta \) is a constant equals to 0, 1, \(-1\). Hence equation (5.6) can be written in the normal form

\[
\dot{y}^2 = 4k^2(1 - \eta^2)(k'' + k^2\eta^2),
\]

(5.9)

where we have set

\[
\eta = \frac{1}{2k} \left( y\sqrt{\lambda} + \frac{\varepsilon p_x}{\sqrt{\lambda}} \right), \quad k > 0
\]

(5.10)

and finally the equation which has to be integrated is

\[
\frac{\dot{y}^2}{\lambda} = (1 - \eta^2)(k'' + k^2\eta^2).
\]

(5.11)

5.5. Form of the potential \( P_1^2 \)

We can analyze the behaviors of the trajectories of the characteristic equation (5.6) by considering the graph of \( P_1 \) only and its intersections with the lines \( P_1 = \pm 1 \). Observe that

\[
P_1 = p_x(1 + \varepsilon y) + \lambda \frac{y^2}{2},
\]

and \( P_1(0) = p_x \), where \( |p_x| \leq 1 \). When \( y \to \infty \), \( P_1 \to +\infty \) and \( P_1 \) has an unique minimum \( m \) which satisfies \( P_1'(m) = 0 \), i.e., \( m = -\frac{\varepsilon p_x}{\lambda} \) and we have

\[
P_1(m) = p_x - \frac{\varepsilon^2 p_x^2}{2\lambda}.
\]

We denote by \( y_1 < y_2 \) the solutions of the equation \( P_1(y) = 1 \), i.e., the roots of:

\[
\frac{\lambda y^2}{2} + \varepsilon p_x y + p_x - 1 = 0
\]

and \( y_1 y_2 = 2(p_x - 1)/\lambda \). If \( p_x = 1 \) and \( \varepsilon < 0 \) we are in the limit case \( y_1 = 0 \), \( y_2 = -2\varepsilon/\lambda > 0 \). Moreover \( P_2(0) = 0 \), \( \dot{y}(0) = P_2(0) = 0 \), \( \ddot{y}(0) = \dot{P}_2(0) = -\varepsilon P_1'(0) > 0 \). From this analysis we deduce the following.

**Lemma 5.2.** Assume \( \varepsilon < 0 \). The equation \( P_1(y) = 1 \) has two distinct roots satisfying \( y_1 < y_2 \) and \( 0 \in [y_1, y_2] \). The motion \( y(t) \) with \( y(0) = 0 \) is confined to the segment \([y_1, y_2]\). If \( p_x \neq 1 \) then \( 0 \in [y_1, y_2] \), if \( p_x = 1 \), \( y_1 = 0 \).

Now we must compute the solution of \( P_1(y) = -1 \) which are the roots of:

\[
\frac{\lambda y^2}{2} + \varepsilon p_x y + p_x + 1 = 0
\]

The discriminant is \(-4\lambda k''\) and there is a critical value when \( P_1(m) = -1 \) which corresponds to the case \( k'' = 0 \). Hence we must distinguish between three cases.

Case A: \( k'' > 0 \) and there is no real root.

Case B: \( k'' < 0 \) and we have two distinct roots \( y_3 < y_4 \).

Case C: \( k'' = 0 \) which corresponds to the limit case: \( y_3 = y_4 = m \).

We represent below the corresponding graphs of \( P_1 \). When \( \varepsilon \neq 0 \), we have the three cases and when \( \varepsilon = 0 \) (flat case) we are always in case A. It has to be compared with the analysis in [23] where the potential \( P_1^2 \) is different but we are faced with the same discussion. The geometric explanation is the following. In case C, the motion of \( y(t) \) is not periodic because the time
we need to reach the position $m$ corresponding to a double root of $1 - P_1^2(y)$ is infinite. If we interpret the motion in term of a pendulum it corresponds to a motion on a separatrix. In the flat case such a behavior corresponds to a normal geodesic not starting from 0. Hence the role of the parameter $\varepsilon$ is to push such geodesics in the physical space.

Another consequence is the existence for $\varepsilon \neq 0$ of geodesics which correspond to a rotating pendulum.

\textbf{Figure 5. Case A}

\textbf{Figure 6. Case B}

When $p_x = 0$, there is no real solution to $P_1 = -1$. Hence in case B and C we can assume $p_x \neq 0$. In case B, we have $y_3 y_4 = 2(p_x + 1)/\lambda$. Therefore if $p_x \neq -1$ both roots have the same sign which is the sign of $p_x$. If $p_x = -1$, $y_4 = 0$ and $y_3 = 2\varepsilon/\lambda < 0$. In case C, the root is $m = -\varepsilon p_x/\lambda$ and $m \neq 0$. If $p_x = -1$, $\dot{y}(0) = 0$ and $\ddot{y}(0) = -\varepsilon > 0$.

\textbf{Lemma 5.3.} Assume $\varepsilon < 0$. If $k'' < 0$, the solutions of $P_1(y) = -1$ are two distinct points $y_3 < y_4$. If $p_x \neq -1$, they are non zero and have both the sign of $p_x$. If $p_x = -1$, then $y_1 = 0$ and $y_3 < 0$. If $k'' = 0$, the root solution of $P_1(y) = -1$ is double and is given by $m = -\varepsilon p_x/\lambda$.  
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From our analysis we deduce the following result.

**Lemma 5.4.** If \( k'' \neq 0 \), the trajectory of \( y^2 + P^2(y) = 1 \) oscillates periodically between \( y_- < y_+ \) where \([y_-, y_+]\) is the interval \([y_1, y_2]\) in case A, the interval \([y_1, y_3]\) or \([y_4, y_2]\) containing \( 0 \) in case B. When \( k'' = 0 \), the motion is not periodic.

We shall need the following lemma.

**Lemma 5.5.** Assume \( \varepsilon < 0 \). The critical set \( k'' = 0 \) is the trace of the graph of \( \lambda = \frac{\varepsilon^2 p_x^2}{2(1 + p_x)} \) in the domain \( \lambda > 0 \), \( p_x \in [-1, +1] \) (see figure 8).

**5.6. Notation**

Our aim is to analyze the exponential mapping \( \text{exp}_0 \) in a \( C^0 \)-neighborhood of the reference abnormal geodesic \( \gamma : t \to (\pm t, 0, 0) \). We shall denote by \( \epsilon : t \to (x(t), y(t), z(t)) \), \( t \in [0, T] \) a normal geodesic parametrized by arc-length and such that \( \epsilon(0) = 0 \). From now on we shall assume that \( \varepsilon < 0 \).
5.7. Parametrization of the Regular Geodesics ($\lambda > 0$)

In cases A and B, the $y$ coordinate oscillates periodically between $\{y_-, y_+\}$ and the period is given by $P = 2\pi$ where

$$\tau = \int_{y_-}^{y_+} \frac{dy}{\sqrt{1 - P_1^2(y)}}. \quad (5.12)$$

Let $0 < t_1 < t_2 < \cdots < t_N \leq T$ be the times such that $y(t_i) = 0$. Define

$$\sigma = \begin{cases} 
\text{sign } \dot{y}(0) & \text{if } \dot{y}(0) \neq 0, \\
\text{sign } \ddot{y}(0) & \text{if } \dot{y}(0) = 0.
\end{cases}$$

Observe that we cannot have $\dot{y}(0) = \ddot{y}(0) = 0$, since $\dot{y}(0) = P_2(0) = \cos \varphi$ and $\ddot{y}(0) = -\varepsilon P_2'(0)$. Hence for $\varphi \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]$, $\dot{y}(0) > 0$ and for $\varphi \in \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right]$, $\dot{y}(0) < 0$. The limit cases correspond to $\varphi \in \left\{ -\frac{\pi}{2}, \frac{\pi}{2} \right\}$, where $\dot{y}(0) = 0$ and $\ddot{y}(0) > 0$.

To compute the normal geodesics we must distinguish the case $\sigma = 1$ and $\sigma = -1$. A first method is to parametrize the trajectories by $y$ instead of $t$. This method is a general method which can be used in the integrable case. In particular to evaluate the trace of the wave front with the Martinet surface, we set $y(T) = 0$ and we get the following formulas.

For $N = 2p + 1$:

$$x(T) = 2 \int_0^{y_+} \frac{\sigma(1 + \varepsilon y)P_1(y)dy}{\sqrt{1 - P_1^2(y)}} + (N - 1) \int_{y_-}^{y_+} \frac{(1 + \varepsilon y)P_1(y)dy}{\sqrt{1 - P_1^2(y)}}$$

$$z(T) = \int_0^{y_+} \frac{\sigma y^2 P_1(y)dy}{\sqrt{1 - P_1^2(y)}} + (N - 1) \int_{y_-}^{y_+} \frac{y^2 P_1(y)dy}{2\sqrt{1 - P_1^2(y)}}.$$

For $N = 2p$:

$$x(T) = N \int_{y_-}^{y_+} \frac{(1 + \varepsilon y)P_1(y)dy}{\sqrt{1 - P_1^2(y)}}$$

$$z(T) = N \int_{y_-}^{y_+} \frac{y^2 P_1(y)dy}{2\sqrt{1 - P_1^2(y)}}.$$

We can compute the integrals using the $\eta$ coordinate

$$\eta = \frac{1}{2k}(y\sqrt{\lambda} + \frac{\varepsilon p_x}{\sqrt{\lambda}})$$

which implies

$$\eta(0) = \frac{\varepsilon p_x}{2k\sqrt{\lambda}}$$

$$y = \frac{1}{\sqrt{\lambda}}(2k\eta - \frac{\varepsilon p_x}{\sqrt{\lambda}})$$

$$1 - P_1^2(y) = 4k^2(1 - \eta^2)(k^2 + k^2\eta^2)$$

$$P_1(y) = 2k^2\eta^2 + p_x - \frac{\varepsilon^2 p_x^2}{2\lambda}.$$

Let $\eta_+, \eta_-$ be the respective images of $y_+, y_-$, if we set

$$Z(\sigma) = \int_0^{y_+} \frac{\sigma y^2 P_1(y)dy}{\sqrt{1 - P_1^2(y)}},$$

we get

\[ Z^\sigma = \frac{1}{\lambda^{3/2}} \int_0^{\eta^\sigma} \frac{\sigma(2k\eta - \frac{2\pi}{2\lambda})(2k^2\eta^2 + p_x - \frac{2p_z^2}{2\lambda^2})}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}} \, d\eta. \]  

(5.13)

The length of the trajectory between the first two zeros of \( y \) is given by

\[ \theta^\sigma = \frac{2}{\sqrt{\lambda}} \int_0^{\eta^\sigma} \frac{\sigma \, d\eta}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}}. \]  

(5.14)

**Corollary 5.6.** If \( k'' \neq 0, p_x \neq \pm 1 \), a geodesic of length \( L(e) > P \) (period) is not a minimizer.

**Proof.** Fix \( \lambda \) and \( p_x \neq \pm 1 \), the above formulas show that the geodesic corresponding to \( \sigma = +1 \) and the geodesic corresponding to \( \sigma = -1 \) intersect for \( t = P \) on \( y = 0 \). Hence using lemma 4.13 they are not length minimizing beyond this point.

## 5.8. Assumptions

The quantity \( Z^\sigma \) represents the drift of the \( z \) variable corresponding to the first two zeros of \( y \). We shall estimate this quantity. We make the following assumptions:

\( (H_4) \) \hspace{1cm} \( T \leq M \),

where \( T \) is the length of \( e \), i.e., we assume that the length is uniformly bounded.

\( (H_5) \) \hspace{1cm} \( |\varepsilon| \leq M' \).

## 5.9. Isolated Abnormal Geodesic

**Definition 5.7.** The abnormal geodesic \( \gamma : t \mapsto (\pm t, 0, 0) \) is said to be isolated (resp. \( C^0 \)-isolated) if there exists no normal geodesic \( \varepsilon : [0, T] \mapsto U \) (resp. contained in a \( C^0 \)-neighborhood of \( \gamma \)) distinct of \( \gamma \) such that \( \varepsilon(0) = 0 \), \( \varepsilon(T) \in \text{Im} \gamma \).

The isolation of \( \gamma \) is a basic property which has to be studied. First, we have:

**Lemma 5.8.** In the flat case \( \gamma \) is isolated.

**Proof.** See the wave front represented on figure 4.

In the general case we have the following lemmas.

**Lemma 5.9.** Let \( e \) be a normal geodesic distinct of \( \gamma \) such that \( e(0) = 0 \) and \( e(T) \in \text{Im} \gamma \). Then we must have \( p_x < 0 \).

**Proof.** We have \( z(T) = \int_0^T \frac{\sigma}{2} P_1(y) \, dt \) where \( y(t) \neq 0 \) and \( P_1 \neq 0 \). If \( z(T) = 0 \), then \( P_1 \) must change of sign on \( U \). Since \( P_1(y) = p_x (1 + \varepsilon y) + p_z y^2/2 \), if \( p_x p_z = 0 \), the sign is constant. Hence we can assume \( p_x p_z \neq 0 \) and we must have \( p_x p_z < 0 \).

**Lemma 5.10.** Let us assume that \( p_x < 0 \) and \( \sigma = -1 \). Then in case \( B \), we have \( Z^\sigma < 0 \).
Proof. In case \( B \), if \( p_x < 0 \) then both roots \( y_3, y_4 \) are negative and \( y \) oscillates between \( y_4 \) and \( y_2 \). If \( \sigma = -1 \), then \( y \) moves first from \( 0 \) to \( y_4 \) and \( \mathcal{P}_1(y) < 0 \) (see figure 6). Hence the drift \( Z^\sigma \) is strictly negative.

**Lemma 5.11.** Let \( e \) be a normal geodesic distinct of \( \gamma \) such that \( e(0) = 0 \) and \( e(T) \in \text{Im} \gamma \). Let \( Y = \sup_{t \in [0,1]} |y(t)| \) and assume that \( Y \leq 1/(2M^2) \). Then we must have \( |p_x| \leq p_Y^2 \).

**Proof.** If \( Y \leq 1/(2M^2) \), then \( (1 + \varepsilon y) \geq \frac{1}{2} \). If \( z(0) = z(T) = 0 \), then there exists \( t_1 \in [0, T] \) such that

\[
p_x = - \frac{p_y^2(t_1)}{2(1 + \varepsilon y(t_1))}.
\]

Hence, if \( Y \leq \frac{1}{2M^2} \),

\[
|p_x| \leq \frac{p_y^2(t_1)}{2[1 + \varepsilon y(t_1)]} \leq p_Y^2.
\]

\[\square\]

5.9.1. **Notation.** We shall denote by

\[
I_1 = 4 \int_0^1 \frac{\eta(2\eta^2 - 1)}{\sqrt{1 - \eta^2}} d\eta = \frac{4}{3}.
\]

5.10. **Case A: estimation of the drift \( Z^\sigma \)**

5.10.1. **Notation.** We shall denote by \( d_1 \) the drift \( Z^+ = Z^- \) corresponding to the flat case \( \varepsilon = 0 \) and \( I_2 = \lambda^{-\frac{1}{2}} d_1 \) the normalized drift. Using proposition 4.3, we have

\[
I_2 = \frac{4}{3} \left[ E(1 - k''^2) + k'^2(K - E) \right].
\]

**Lemma 5.12.** Let \( I_3 = \inf I_2 \) for \( p_x \leq 0 \). Then \( I_3 > 0 \).

**Proof.** If \( p_x \leq 0 \), then \( k \geq 1/\sqrt{2} \). From [25] p. 74, \( k \mapsto K(k) \) is an increasing function and

\[
K - E = k'^2 \int_0^K \text{sn}^2 u du \geq \frac{1}{2} \int_0^{K(\frac{1}{\sqrt{2}})} \text{sn}^2 u du.
\]

Hence

\[
I_2 \geq \frac{2k'^2}{3} \int_0^{K(\frac{1}{\sqrt{2}})} \text{sn}^2 u du.
\]

When \( k' \to 0 \), \( I_2 \) can be estimated and we get

\[
I_2 = I_1 + O(k'^2 \log(\frac{1}{k})).
\]

Hence we have proved that \( I_3 > 0 \).

\[\square\]

**Proposition 5.13.** Assume \( k'' > 0 \), \( p_x \leq 0 \). Then we have

\[
Z^\sigma(p_x) = \frac{1}{\lambda^{\frac{3}{2}}} \left[ I_2(p_x) + O(\frac{1}{\sqrt{\lambda}}) \right]
\]

where \( O(\frac{1}{\sqrt{\lambda}}) \to 0 \) uniformly when \( \lambda \to \infty \).
Proof. We must compare at $p_x$ fixed the difference between $Z^\sigma$ and the drift corresponding to the flat case $\varepsilon = 0$. We write

$$k^2(\alpha) = \frac{1 - p_x}{2} + \alpha, \quad k''(\alpha) = \frac{1 + p_x}{2} - \alpha,$$

where $\alpha = \frac{\varepsilon^2 p_x^2}{4\lambda}$.

We set

$$f(\alpha) = \left(k''(\alpha) + k^2(\alpha)\eta^2\right)^{-\frac{1}{2}} \left[k''(0) + k^2(0)\eta^2 + \alpha(\eta^2 - 1)\right]^{-\frac{1}{2}}.$$

Hence for $\eta \in [-1, +1]$, we have

$$f(\alpha) \geq f(c) \quad \text{for} \quad c \in [0, \alpha].$$

Since

$$f'(\alpha) = \frac{1}{2}(\eta^2 - 1)k^2(\alpha)\eta^2\left(k''(\alpha) + k^2(\alpha)\eta^2\right)^{-\frac{3}{2}},$$

we have for $c \in [0, \alpha], \eta \in [-1, +1]$,

$$|f'(c)| \leq \frac{K_1}{k^2(c)\eta^2\sqrt{k''(\alpha) + k^2(\alpha)\eta^2}}. \quad (5.15)$$

We shall estimate the drift $Z^\sigma, \sigma = +1$, the case $\sigma = -1$ can be analyzed similarly. We use the uniform bound given by $(H_4)$: $\theta^+ \leq M$, where

$$\theta^+ = \frac{2}{\sqrt{\lambda}} \int_{\eta(0)}^{1} \frac{d\eta}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}} \leq M.$$

We have

$$Z^\sigma = \frac{1}{\lambda^2} \int_{\eta(0)}^{1} F(\eta, \varepsilon, \varphi, \lambda)d\eta,$$

where

$$F(\eta, \varepsilon, \varphi, \lambda) = \frac{(2k\eta - \varepsilon p_x)^2(2k^2\eta^2 + p_x - \varepsilon^2 p_x^2)}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}} \times \eta(0) = \frac{\varepsilon p_x}{2k\sqrt{\lambda}}.$$

We can write

$$F(\eta, \varepsilon, \varphi, \lambda) = F_1(\eta, \varepsilon, \varphi, \lambda) + \frac{P(\eta, \frac{\varepsilon}{\sqrt{\lambda}}, \varphi)}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}}$$

where

$$F_1(\eta, \varepsilon, \varphi, \lambda) = \frac{4k^2\eta^2(2k^2\eta^2 + p_x)}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}}$$

and $P$ is polynomial in $\eta$ and $\frac{\varepsilon}{\sqrt{\lambda}}$ and can be written as

$$P = \eta \frac{\varepsilon}{\sqrt{\lambda}}Q_1 + \frac{\varepsilon^2}{\lambda}Q_2.$$

Using $(H_4)$ and $(5.15)$ we get

$$\int_{\eta(0)}^{1} F_1(\eta, \varepsilon, \varphi, \lambda)d\eta = \int_{0}^{1} F_1(\eta, 0, \varphi, \lambda)d\eta + \frac{|\varepsilon|K_2}{\sqrt{\lambda}}$$

where $K_2$ is uniform.
Moreover we have using \((H_4)\):
\[ \frac{\varepsilon^2}{\lambda} \left| \frac{Q_2 d\eta}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}} \right| \leq \frac{|K_3|}{\sqrt{\lambda}} \]
where \(K_3\) is uniform.

Using \(k'' > 0\) we can write
\[ \left| \int_{\eta(0)}^{1} \frac{\eta\frac{\partial}{\partial \eta} Q_1 d\eta}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}} \right| \leq \frac{|\varepsilon|}{k\sqrt{\lambda}} \int_{\eta(0)}^{1} \frac{|Q_1| d\eta}{\sqrt{1 - \eta^2}}. \]
Hence we get
\[ \left| \int_{\eta(0)}^{1} \frac{\eta\frac{\partial}{\partial \eta} Q_1 d\eta}{\sqrt{(1 - \eta^2)(k'' + k^2\eta^2)}} \right| \leq \frac{|K_4|}{\sqrt{\lambda}} \]
where \(K_4\) is uniform.

Therefore we prove
\[ Z^+ = \frac{1}{\lambda^2} \left[ I_2 + \frac{|\varepsilon| K_5}{\sqrt{\lambda}} \right] \]
where \(K_5\) is uniform. The proposition is proved. \(\square\)

5.11. Case C: Estimation of the Drift \(Z^\sigma\)

In case \(C\), we have
\[ k'' = 0, \; k = 1, \; p_x = -1 + \frac{\varepsilon^2 p_x^2}{2\lambda}. \]
We assume \(p_x \leq 0\). In this case we have two types of behaviors corresponding respectively to \(\sigma = 1\) and \(\sigma = -1\). The projections of the geodesics in the \((x, y)\)-plane are the elastica represented on figures 9, 10.

![Figure 9. \(\sigma = +1\)](image)

If \(\sigma = +1\), then the geodesic intersects once the line \(y = 0\) and if \(\sigma = -1\), this intersection is empty. We can estimate the drift when \(\sigma = +1\). We have
\[ Z^+ = \frac{1}{\lambda^2} \int_{\eta(0)}^{1} \frac{(2k\eta - \frac{\varepsilon p_x}{\sqrt{\lambda}})^2(2k^2\eta^2 - 1)}{k\eta\sqrt{1 - \eta^2}} d\eta \]
where \(\eta(0) = \frac{\varepsilon p_x}{2k\sqrt{\lambda}}\).

Hence we get:
Proposition 5.14. Assume $k'' = 0$, $p_x \leq 0$, then we have
\[ Z^+ = \frac{1}{\lambda^2} \left[ I_1 + O\left( \frac{1}{\sqrt{\lambda}} \right) \right] \]
where $O\left( \frac{1}{\sqrt{\lambda}} \right) \to 0$ uniformly when $\lambda \to \infty$.

5.12. Case B: estimation of the drift $Z^\sigma$

In case $B$, $\eta$ oscillates between $b$ and 1 or -1 and $-b$, where $b = \sqrt{-\frac{k''}{k^2}}$, according to the law
\[ \frac{\dot{\eta}^2}{\lambda} = (1 - \eta^2) (k'' + k^2 \eta^2), \]
where $k'' < 0$. Let us assume $p_x \leq 0$. If $\sigma = +1$, then $\eta$ moves first from $\eta(0)$ to 1, if $\sigma = -1$, then $\eta$ moves first from $\eta(0)$ to $b$, where $\eta(0) = \frac{\varepsilon p_x}{2k \sqrt{\lambda}}$.

From figure 8, we observe that when $\lambda \to \infty$ then $p_x \to -1$, in the domain $k'' < 0$. When $\sigma = +1$, the amplitude of the motion between the first two zeros of $y$ is $1 - \eta(0)$ and tends to 1 when $\lambda \to \infty$. If $\sigma = -1$, this amplitude is $\eta(0) - b$ and tends to 0 when $\lambda \to \infty$. Therefore the estimations of $Z^+$ and $Z^-$ are different. We represent on figures 11,12 the projection of the geodesics in the plane $(x, y)$.
First we estimate the drift $Z^+$ in the limit case $p_x = -1$. In this case the $y$ coordinate oscillates between $[y_4, y_2]$ where $y_4 = y(0) = 0$ and we have $\sigma = 1$. The drift is given by

$$Z^+ = \int_0^{y_0^+} \frac{y^2 P_1(y)}{\sqrt{1 - P_1^2(y)}} dy$$

where $\sqrt{1 - P_1^2(y)}$ is zero at $y = 0$. If we calculate in the $\eta$ coordinate, we get

$$Z^+ = \frac{1}{\lambda^2} \int_{y(0)}^1 \frac{(2k\eta + \frac{\varepsilon}{\sqrt{\lambda}})^2(2k^2\eta^2 - 1 - \frac{\varepsilon^2}{\lambda})}{k\sqrt{(1 - \eta^2)(\eta - b)(\eta + b)}} d\eta$$

where

$$2k^2 = 2 + \frac{\varepsilon^2}{2\lambda}, \quad 2k'' = \frac{\varepsilon^2}{2\lambda}, \quad b = \frac{\sqrt{-k''}}{k} = -\frac{\varepsilon}{2k\sqrt{\lambda}}$$

Since

$$(2k\eta + \frac{\varepsilon}{\sqrt{\lambda}})^2 = 4k^2(\eta - b)^2,$$

we have

$$Z^+ = \frac{1}{\lambda^2} \int_{y(0)}^1 \frac{4k(\eta - b)^2(2k^2\eta^2 - 1 - \frac{\varepsilon^2}{\lambda})}{\sqrt{(1 - \eta^2)(\eta + b)}} d\eta$$

and since $k \rightarrow 1$ when $\lambda \rightarrow \infty$, we get

$$Z^+ = \frac{1}{\lambda^2} \left[ 4 \int_{0}^{1} \eta(2\eta^2 - 1) d\eta + O\left( \frac{1}{\sqrt{\lambda}} \right) \right]$$

where $O\left( \frac{1}{\sqrt{\lambda}} \right) \rightarrow 0$ uniformly when $\lambda \rightarrow \infty$. The same estimation is valid in general.

If $\sigma = -1$, we get

$$Z^- = \frac{1}{\lambda^2} O\left( \frac{1}{\sqrt{\lambda}} \right)$$

where $O\left( \frac{1}{\sqrt{\lambda}} \right) \rightarrow 0$ uniformly when $\lambda \rightarrow \infty$. Therefore we have:
Proposition 5.15. Assume $k'' < 0$, $p_\varepsilon \leq 0$. Then we have

(i) $Z^+ = \frac{1}{\lambda^2} \left[ I_1 + O\left( \frac{1}{\sqrt{\lambda}} \right) \right]$

(ii) $Z^- = \frac{1}{\lambda^2} O\left( \frac{1}{\sqrt{\lambda}} \right)$

where $O\left( \frac{1}{\sqrt{\lambda}} \right) \to 0$ uniformly when $\lambda \to \infty$.

Remark 5.16. We have identified a basic invariant of the problem which is $I_1 = 4/3$ and which is given by the flat case as $I_1 = \lim_{k'' \to 0} I_2$.

Theorem 5.17. Let $M \geq 0$. Then the abnormal geodesic $\gamma: t \mapsto (\pm t, 0, 0)$ is $C^0$-isolated in the set of geodesics of length less than $M$.

Proof. Let $(\varphi, \lambda) \in S^1 \times \mathbb{R}^+$ be a parameter and $e: [0, T] \mapsto U$ be the corresponding geodesic of length $T$. Assume $e \neq \gamma$ and $e(T) \in \text{Im} \gamma$. Let $0 < t_1 < \ldots < t_N \leq M$ be the times such that $y(t_i) = 0$. Assume first $t_1 = T$ and let $Z^\sigma$ be the corresponding drift. From our analysis we have the following.

If $k'' < 0$, $\sigma = -1$, $Z^\sigma < 0$, otherwise we have

$Z^\sigma = \frac{1}{\lambda^2} \left[ d + O\left( \frac{1}{\sqrt{\lambda}} \right) \right]$,

where $d \geq m > 0$ and $O\left( \frac{1}{\sqrt{\lambda}} \right) \to 0$ uniformly when $\lambda \to \infty$.

Let $Y = \sup_{t \in [0, T]} |y(t)|$. Using lemmas 5.9 and 5.11, if $Y$ is small enough we must have

$p_\varepsilon < 0$ and $|p_\varepsilon| \leq p_\varepsilon Y^2$.

Using the previous estimates we have

$\frac{\varepsilon p_\varepsilon}{\sqrt{\lambda}} \leq K_1 Y$

where $K_1$ is uniform. If $k'' \neq 0$ and $\sigma \neq 1$, we have

$y_\varepsilon = \frac{1}{\sqrt{\lambda}} (\pm 2k - \varepsilon p_\varepsilon),$

where $k \geq 1/\sqrt{2}$. Hence if $|y_\varepsilon| \leq Y$ we must have for $Y$ small enough

$\frac{1}{\sqrt{\lambda}} \leq K_2 Y$

where $K_2$ is uniform. Hence $\lambda \to \infty$ uniformly when $Y \to 0$. This proves that we cannot have $e(t_1) \in \text{Im} \gamma$ if $Y$ is small enough.

For $p > 1$, the drift $z(t_p)$ is given by the following relations.

If $k'' < 0$, $p = 2q$ or $2q + 1$:

$z(t_p) = \frac{q}{\lambda^2} \left[ I_1 + O\left( \frac{1}{\sqrt{\lambda}} \right) \right],$

where $I_1 = 4/3$.

If $k'' > 0$

$z(t_p) = \frac{p}{\lambda^2} \left[ I_2(p_\varepsilon) + O\left( \frac{1}{\sqrt{\lambda}} \right) \right],$

where $\inf I_2 > 0$ for $p_\varepsilon \leq 0$. Moreover $\lambda \to \infty$ uniformly when $Y \to 0$.

Hence in general we cannot have $e(T) \in \text{Im} \gamma$ if $Y$ is small enough. \qed
The analysis of the flat case is almost complete. The only missing point is the description of the singularities of the conjugate locus when \( k \to 0 \) and \( k \to 1 \). For this we need to compute the first conjugate time \( t_{1c} \) along a geodesic. The numerical simulations show that \( t_{1c} \sqrt{\lambda/3K} \sim 0.97 \) but it is not sufficient. Nevertheless no doubt that the conjugate locus has singularities similar to the sphere and is in particular not sub-analytic when \( k \to 1 \).

In the last section we have outlined the analysis of a one parameter perturbation of the flat case which is relevant to analyze the generic integrable case where \( g = a(y)dx^2 + c(y)dy^2 \) which is studied in [7], where the spheres are described. This analysis is not trivial. In particular we must generalize the parametrizations of the geodesics using elliptic integrals established in the flat case.

This work explains how accurate is the flat case to describe the generic case. In particular we can use the analysis of section 5 to indicate what are the stable and the unstable properties.

The stable properties are the following. In the flat case, if we relate the geodesics to the pendulum (or the elastica), the role of the abnormal geodesics is to create geodesics which are close to the separatrix. This phenomenon is persistent in the perturbed case. Moreover the separatrix codes admissible geodesics corresponding to \( k'' = 0 \). This phenomenon is the origin of the non sub-analyticity of the sphere. This can be analyzed in the general case, using asymptotic expansions where the invariant \( I_1 = 4/3 \) plays an important role, see [7].

A basic unstable property is the following. Observe that in section 5, if \( \varepsilon \neq 0 \) there exists geodesics related to a rotating pendulum (or a non inflexional elastica) which correspond to the case \( B \), where \( k'' < 0 \). They generate the following phenomenon. When \( \varepsilon = 0 \), the geodesic corresponding to a first ascending branch \( y \) associated to \( \varphi \in [-\pi, \pi] \) intersects at \( y = 0 \) the one corresponding to a descending branch given by \( \pi - \varphi \). When \( \varepsilon \neq 0 \) this is no longer true. The time between the first two intersections with \( y = 0 \) is

\[
\theta^\sigma = \frac{2}{\sqrt{\lambda}} \int_{\eta(0)}^{\eta}\frac{\sigma d\eta}{\sqrt{(1 - \eta^2)(k'' + k''\eta^2)}}
\]

and the case \( \sigma = +1 \) differs from \( \sigma = -1 \). This is illustrated by the figures 13 and 14 below on which we represent on the set of parameters \((p_\varphi, \lambda)\) the values corresponding to \( \theta^\sigma \leq r \), where \( r \) is small enough (we have supposed \( \varepsilon < 0 \)).

In the flat case we are always in the situation described by \( \sigma = -1 \) and in the domain \( k'' > 0 \). In particular the case \( \sigma = +1 \) is at the origin of a portion of the wave front not present in the flat case. Other instability phenomenon are consequences of the existence of the geodesics corresponding to \( k'' < 0 \). See [7] for a more complete discussion. Finally the analysis of the generic case where the set of geodesics is not integrable is outlined in [9].
FIGURE 13. $\sigma = +1$

FIGURE 14. $\sigma = -1$
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APPENDIX A. MARTINET FLAT CASE

A.1. Geodesics

On the three first pictures we have drawn the projection in the plane \((x, y)\) of the different types of normal bi-extremals which appear in Martinet flat case for \(\lambda \neq 0\). The figures 15, 16, 17 represent respectively the curves \(t \mapsto (x(t), y(t))\) corresponding to initial value \((\varphi, \lambda)\) equals to \((0.3, 50)\), \((-0.4, 35)\) and \((-0.9, 80)\). Recall the parametrization of these geodesics,

\[
\begin{align*}
    x(t) &= -t + \frac{2}{\sqrt{\lambda}}(E(u) - E(K)) \\
    y(t) &= -\frac{2k}{\sqrt{\lambda}} \operatorname{cn} u \\
    z(t) &= \frac{2}{3\lambda^2} \left[ (2k^2 - 1)(E(u) - E(K)) + k'^2 \sqrt{\lambda} + 2k^2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u \right]
\end{align*}
\]

where \(u = K + t\sqrt{\lambda}, \varphi \in ]-\frac{\pi}{2}, \frac{\pi}{2}[, \lambda > 0\). From the second equation, we can deduce that the \(y\)-coordinate oscillates between \(y_+\), \(-y_+\) where \(y_+ = \max y(t)\) is given by \(y_+ = 2k/\sqrt{\lambda}\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure15.png}
\caption{Figure 15}
\end{figure}

On figures 18, 19, 20 we represent the curves \(t \mapsto (x(t), y(t), z(t))\). Observe that \(t \mapsto y(t)\) is periodic of period \(4K\) and \(t \mapsto (x(t), z(t))\) are a sum of a periodic function and a linear one: there is a shift after one period.

The \textit{average behavior} is obtained by taking the respective lines joining 0 to $(2K, x(2K))$, $(2K, z(2K))$. Initial value is taken as $(\varphi, \lambda) = (0.3, 50)$. 
A.2. Conjugate points

On figures 21, 22, 23 we have stopped the numerical integration at the first conjugate point \( (x(t_{1c}), y(t_{1c})) \) computed using the variational equation. These pictures correspond to the initial values \((\varphi, \lambda)\) chosen for figures 15, 16, 17. The conjugate times \( t_{1c} \) are respectively 0.72, 1.02 and 0.53.

We observe experimentally on figure 24 the following phenomenon. If we set \( v_{1c} = t_{1c} \sqrt[3]{\lambda} \), the quotient \( \frac{v_{1c}}{3K} \) where \( 4K \) is the period of \( t \to y(t) \) is roughly a constant \( \simeq 0.97 \).
A.3. Cut locus

On figure 25 we have represented, for \( z > 0 \), the intersection of the cut locus with the sphere with radius \( r = 0.1 \). The complete curve is the union of this curve and of the symmetric one with respect to the origin. It was established that the cut locus is contained in Martinet surface. Hence this intersection belongs to the plane \((x, z)\), the horizontal axis being the x-axis. The maximum of this curve is reached at \( \varphi = 0 \).

![Figure 25](image)

A.4. Sphere

The figure 26 shows the sphere of radius \( r = 0.1 \) and the figure 27 represents a projection of this sphere on the plane \( Oxz \). The central black curve is the set of points corresponding to \( \lambda = 0 \). The points above this curve correspond to \( \lambda > 0 \) and below to \( \lambda < 0 \). The projection on the plane \( Oxy \) is a disk with radius \( r = 0.1 \) (it is not represented).

![Figure 26](image)

![Figure 27](image)
The figure 28 represents the conjugate locus for values of $|\lambda|$ contained in $[10^5, 4 \times 10^6]$, the black line represents the abnormal extremal. The figure 29 describes the following phenomenon. Assume $\lambda > 0$. The shape of the conjugate locus is different if $\varphi \to \frac{\pi}{2}$ or $\varphi \to -\frac{\pi}{2}$. Indeed the first conjugate time satisfies $2K < t_{1c} \sqrt{\lambda} < 3K$ and when $\varphi$ decreases from $\frac{\pi}{2}$ to $-\frac{\pi}{2}$, the graph of $K$ increases from $\frac{\pi}{2}$ to $+\infty$. Hence when $\varphi \to \frac{\pi}{2}$, $t_{1c} \sqrt{\lambda}$ is bounded by $\frac{3\pi}{2}$ and when $\varphi \to -\frac{\pi}{2}$, $t_{1c} \sqrt{\lambda} \to +\infty$. (For numerical reasons the conjugate locus is not represented when $\varphi \to \frac{\pi}{2}$ and $\varphi \to -\frac{\pi}{2}$).

\begin{figure}
\centering
\includegraphics[width=0.3\textwidth]{figure28}
\caption{Figure 28}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.3\textwidth]{figure29}
\caption{Figure 29}
\end{figure}

**Appendix B. One parameter deformation of the Martinet flat case**

**B.1. Geodesics**

On figures 30 and 31 we show the projection on the plane $(x, y)$ of geodesics corresponding to the cases A ($k'' > 0$) and B ($k'' < 0$).
The last two pictures represent the sphere of radius $r = 0.1$ computed for $\varepsilon = 0.5$. 

\textbf{B.2. Sphere}