ADAPTIVE PARAMETER ESTIMATION OF HYPERBOLIC DISTRIBUTED PARAMETER SYSTEMS: NON-SYMMETRIC DAMPING AND SLOWLY TIME VARYING SYSTEMS
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Abstract. In this paper a model reference-based adaptive parameter estimator for a wide class of hyperbolic distributed parameter systems is considered. The proposed state and parameter estimator can handle hyperbolic systems in which the damping sesquilinear form may not be symmetric (or even present) and a modification to the standard adaptive law is introduced to account for this lack of symmetry (or absence) in the damping form. In addition, the proposed scheme is modified for systems in which the input operator, bounded or unbounded, is also unknown. Parameters that are slowly time varying are also considered in this scheme via an extension of finite dimensional results. Using a Lyapunov type argument, state convergence is established and with the additional assumption of persistence of excitation, parameter convergence is shown. An approximation theory necessary for numerical implementation is established and numerical results are presented to demonstrate the applicability of the above parameter estimators.

1. Introduction

The adaptive parameter estimation of second order distributed parameter systems was initially studied by Demetriou and Rosen, [15], written in a second order setting and by Scordo [25], Demetriou [14] and Baumeister et al. [12] written as a first order system having strong damping. The scheme presented there did not account for systems with non-symmetric damping bilinear forms. Such a system, which motivated the current work, was observed in the adaptive estimation of structural acoustic models [4] where lack of symmetry in the damping form was observed and thus the scheme presented in [15] was no longer applicable. A modification to the adaptive scheme was therefore required in order to account for the lack of such a symmetry.

In this note we propose various modifications to account for this (lack of symmetry) and therefore rendering the scheme implementable. In addition,
if it is known that the parameters are (slowly) time varying, then a state and parameter estimator is proposed to estimate these time varying parameters. Specifically, if it is known that the (unknown) parameters converge to a steady state value, then with the additional assumption of persistence of excitation, the scheme can guarantee that the parameter estimates converge to the steady state value of the system’s parameters. Another issue that arises in many hyperbolic distributed parameter systems is when the system has no damping at all. While the “no-damping” case does not occur physically, it is often the model used for systems with very light and/or poorly understood damping. This case is also treated here, and the persistence of excitation condition, required for parameter convergence, is modified in order to account for the absence of the damping term. It is worth mentioning that even though the system under consideration does not have a damping term, the proposed estimator requires one in order to guarantee convergence. Furthermore, this estimator appears to be more general than the one presented in [14] (systems with strong damping) or in [25] (systems with no damping), because the estimator operators here are not simply chosen as the plant’s operators evaluated at some optimal parameter, but rather some other general and not necessarily parameterized operators. In all cases above, unlike [15] and [25], the parameters in the input operator are assumed to be unknown and therefore the adaptive schemes can identify these parameters in the input operator. In addition, these schemes can handle the case where the input operator is unbounded. A similar result was established in [14] for the case with symmetric damping form. The issue of unknown parameters in the source term is of great importance in the control of flexible structures and especially when control is implemented via smart actuators. In this case, parameters related to the geometric and physical properties of these smart actuators are usually known to within a percentage of the actual value and often vary (slowly) with time. These fluctuations exhibit destabilizing effects in controlling these structures with the end result of poor, if not inadequate, control performance.

The following section introduces the underlying spaces that are needed to analyze the system and its estimator and gives conditions imposed on the system that are required for parameter convergence. This essentially defines the class of systems for which the adaptive parameter estimation schemes are applicable. Section 3 provides a summary of the stability and convergence arguments for such an estimator. The adaptive parameter estimation scheme for systems with (slowly) time varying parameters is presented in Section 4. Since the proposed state and parameter estimators are infinite dimensional, an approximation theory, which will be used for implementation purposes, is developed in Section 5. Section 6, which includes examples and numerical simulations of the structural acoustic system [4], is added to demonstrate the applicability of the above theoretical results while Section 7 summarizes the results and concludes with further open problems in the area of adaptive parameter identification of distributed parameter systems.
2. The Plant and the Estimator

Let \( H \) be a real Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and corresponding induced norm \( \| \cdot \| \), and let \( V_1 \) and \( V_2 \) be real reflexive Banach spaces with norms denoted by \( \| \cdot \|_{V_1} \) and \( \| \cdot \|_{V_2} \), respectively. We assume that \( V_1 \) is embedded densely and continuously in \( V_2 \) and that \( V_2 \) is embedded densely and continuously in \( H \). It then follows that (see, for example, \([6, 10]\))

\[
V_1 \hookrightarrow V_2 \hookrightarrow H \cong H^* \hookrightarrow V_2^* \hookrightarrow V_1^*,
\]

where \( H^*, V_2^*, \) and \( V_1^* \) denote the conjugate duals of \( H, V_2, \) and \( V_1, \) respectively. Since the embeddings in (2.1) are dense and continuous, \([21, 26, 27, 28]\), we assume that there exist positive constants, \( K_{V_2}, K_{V_1}, \) and \( K_{V_2, V_1}, \) such that \( \| \varphi \| \leq K_{V_2} \| \varphi \|_{V_2}, \varphi \in V_2, \) that \( \| \varphi \| \leq K_{V_1} \| \varphi \|_{V_1}, \varphi \in V_1, \) and that \( \| \varphi \|_{V_2} \leq K_{V_2, V_1} \| \varphi \|_{V_1}, \varphi \in V_1. \) We denote the usual operator norms on \( V_2^* \) and \( V_1^* \) by \( \| \cdot \|_{V_2^*} \) and \( \| \cdot \|_{V_1^*} \), respectively. The duality pairing, denoted by \( \langle \cdot, \cdot \rangle_{V_2^*, V_1} \), is the extension by continuity of the inner product \( \langle \cdot, \cdot \rangle \) from \( H \times V_1 \) to \( V_2^* \times V_1 \); hence, elements \( \varphi^* \in V_2^* \) have the representation \( \varphi^*(\varphi) = \langle \varphi^*, \varphi \rangle_{V_2^*, V_1} \), see \([7, 10]\). As it was pointed out in \([4, 6, 7, 15]\), \( V_2 \) can either be \( V_1, H \) or some intermediate space, depending on the damping form chosen.

Let \( Q \) be a real Hilbert space (henceforth the parameter space) with inner product \( \langle \cdot, \cdot \rangle_Q \) and corresponding induced norm \( \| \cdot \|_Q \), and for each \( q \in Q \) let \( \sigma_1(q; \cdot, \cdot) : V_1 \times V_1 \to \mathbb{R}^1 \) be a bilinear form on \( V_1 \) satisfying

\[
(\text{A1}) \quad (\text{Symmetry}) \quad \sigma_1(q; \varphi, \psi) = \sigma_1(q; \psi, \varphi), \quad \varphi, \psi \in V_1, \text{ and } q \in Q,
\]

for at least one tuning parameter \( q^* \in Q \), we have

\[
(\text{A2}) \quad (\text{Boundedness}) \quad \| \sigma_1(q^*; \varphi, \psi) \| \leq a_0(q^*) \| \varphi \|_{V_1} \| \psi \|_{V_1}, \quad \varphi, \psi \in V_1, \text{ with } a_0(q^*) > 0,
\]

\[
(\text{A3}) \quad (\text{Coercivity}) \quad \sigma_1(q^*; \varphi, \psi) \geq a_0(q^*) \| \varphi \|_{V_1}^2, \quad \varphi \in V_1, \text{ with } a_0(q^*) > 0,
\]

\[
(\text{A4}) \quad (\text{Linearity}) \quad \text{the map } q \to \sigma_1(q; \varphi, \psi) \text{ from } Q \to \mathbb{R}^1 \text{ is linear for each } \varphi, \psi \in V_1.
\]

Similarly, for each \( q \in Q \), let \( \sigma_2(q; \cdot, \cdot) : V_2 \times V_2 \to \mathbb{R}^1 \) be a bilinear form on \( V_2 \) satisfying

\[
(\text{B1}) \quad (\text{Symmetry}) \quad \sigma_2(q; \varphi, \psi) = \sigma_2(q; \psi, \varphi), \quad \varphi, \psi \in V_2,
\]

\[
(\text{B2}) \quad (\text{Boundedness}) \quad \| \sigma_2(q^*; \varphi, \psi) \| \leq \beta_0(q^*) \| \varphi \|_{V_2} \| \psi \|_{V_2}, \quad \varphi, \psi \in V_2,
\]

\[
(\text{B3}) \quad (\text{Coercivity}) \quad \sigma_2(q^*; \varphi, \psi) \geq \beta_0(q^*) \| \varphi \|_{V_2}^2, \quad \varphi \in V_2,
\]

\[
(\text{B4}) \quad (\text{Linearity}) \quad \text{The map } q \to \sigma_2(q; \varphi, \psi) \text{ from } Q \to \mathbb{R}^1 \text{ is linear for each } \varphi, \psi \in V_2,
\]

where \( \beta_0(q^*) > 0, \) and \( q^* \) is the same fixed element of \( Q \) appearing in Assumptions (A2) and (A3) above.

For each \( q \in Q \), let \( b(q; \cdot, \cdot) : H \times V_1 \to \mathbb{R}^1 \) be a bilinear form satisfying

\[
(\text{C1}) \quad (\text{Boundedness}) \quad \| b(q; \vartheta, \psi) \| \leq |q| \| \vartheta \|_{V_1}, \quad \vartheta \in H, \psi \in V_1,
\]
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(C2) (Linearity) The map $q \rightarrow b(q; \vartheta, \psi)$ from $Q$ into $\mathbb{R}$ is linear for $\vartheta \in H$ and $\psi \in V_1$.

For $q \in Q$ define the linear operators $A_1(q)$ and $A_2(q)$ from $V_1$ into $V_1^*$ and $V_2$ into $V_2^*$ by

$$
\langle A_1(q)\varphi, \psi \rangle = \sigma_1(q; \varphi, \psi), \quad \varphi, \psi \in V_1,
$$

$$
\langle A_2(q)\varphi, \psi \rangle = \sigma_2(q; \varphi, \psi), \quad \varphi, \psi \in V_2.
$$

In addition, we define the input operator $B(q) : H \rightarrow V_1^*$ by

$$
\langle B(q)\vartheta, \psi \rangle_{V_1^*,V} = b(q; \vartheta, \psi), \quad \vartheta \in H, \quad \psi \in V_1.
$$

For $q \in Q$ we consider the second order linear initial value problem given in variational form by

$$
\langle z(t), \varphi \rangle_{V_1^*,V} + \sigma_2(q; z(t), \varphi) + \sigma_1(q; z(t), \varphi) = b(q; f(t), \varphi), \quad \varphi \in V_1, \quad t > 0,
$$

$$
z(0) = z_0, \quad z_t(0) = z_1, \quad t > 0,
$$

where $z_t$ denotes time differentiation, $z_0 \in V_1$, $z_1 \in H$, and $f \in L_2(0, \infty; H)$.

The well posedness of the system (2.2), (2.3) with symmetric $\sigma_2$ was established in [6] using linear semigroup theory. The case where $\sigma_2$ is not symmetric was treated in [5, 8] for structural acoustic interaction models.

The identification objective is to design a state and parameter estimator using the plant state $(z(t), z_t(t))$ and the plant input $f(t)$ in order to identify the unknown plant parameter $q$ adaptively.

We now make the assumption of an admissible plant as it was defined in [15], namely a boundedness condition on the state of the system.

**Definition 2.1.** An admissible plant is a triple $(q, z, f)$ with $q \in Q$ and $(z, z_t)$ a solution to the initial value problem (2.2), (2.3) corresponding to $q$ and $f$, for which there exists constants $\lambda > 0$ such that

$$
|\sigma_2(p; z(t), \varphi) + \sigma_1(p; z(t), \varphi) - b(p; f(t), \varphi)| \leq \lambda \|p\|_Q \|\varphi\|_{V_2},
$$

for almost every $t > 0$, $p \in Q$ and $\varphi \in V_1$.

Following the results in [14], it is possible to specify sufficient conditions for a solution $(z, z_t)$ to the initial value problem (2.2), (2.3) to have the necessary regularity for $(q, z, f)$ to be an admissible plant.

### 2.1. Non-symmetric Damping

Given an admissible plant $(q, z, f)$ and a tuning parameter $q^* \in Q$, we define in the same manner the estimator for $q$ and $z$, denoted by $\hat{q}$ and $\hat{z}$ respectively, in the form of the initial value problem

$$
\langle \hat{z}_t(t), \varphi \rangle + \sigma_2(q^*; \hat{z}_t(t), \varphi) + \sigma_1(q^*; \hat{z}(t), \varphi) + \sigma_2(\hat{q}(t); \hat{z}(t), \varphi) + \sigma_1(\hat{q}(t); z(t), \varphi)
$$

$$
+ \sigma_1(q^*; \hat{z}(t), \varphi) + \sigma_2(q^*; \hat{z}(t), \varphi) + \sigma_1(q^*; z(t), \varphi)
$$

$$
= b(\hat{q}(t); f(t), \varphi) + \sigma_2(q^*; \hat{z}_t(t), \varphi) + \sigma_1(q^*; \hat{z}(t), \varphi) + \sigma_1(q^*; z(t), \varphi), \quad \varphi \in V_1, \quad t > 0,
$$

$$
\varphi \in V_1, \quad t > 0,
$$
\[ \langle \dot{q}(t), p \rangle_Q + \sigma_2(p; \dot{z}(t), z(t) - \dot{z}(t)) + \sigma_1(p; z(t), z(t) - \dot{z}(t)) \\
- b(p; f(t), z(t) - \dot{z}(t)) + \gamma \sigma_2(p; z(t), z(t) - \dot{z}(t)) \\
+ \gamma \sigma_1(p; z(t), z(t) - \dot{z}(t)) - \gamma b(p; f(t), z(t) - \dot{z}(t)) = 0, \quad (2.5) \]
\[ p \in Q, t > 0, \]
\[ \dot{z}(0) \in V_1, \quad \dot{z}(0) \in H, \quad \dot{q}(0) \in Q. \quad (2.6) \]

**Remark 2.2.** In the case that condition \((B1)\) is not satisfied, i.e., \(\sigma_2(q; \cdot, \cdot)\) is not symmetric, the above adaptive estimator does not satisfy the conditions presented in [15] and therefore it cannot be implemented. We propose two ways to alleviate such a problem.

\((S_1)\) We can impose the condition that the bilinear form satisfies the symmetry condition \((B1)\) only when it is evaluated at the tuning parameter \(q^*\), namely
\[ \sigma_2(q^*; \varphi, \psi) = \sigma_2(q^*; \psi, \varphi), \quad \forall \varphi, \psi \in V_1 \text{ and some } q^* \in Q. \quad (2.7) \]

\((S_2)\) Replace the non-symmetric term \(\sigma_2(q^*; \varphi, \psi)\) in \((2.4)\) with the symmetric term
\[ \frac{1}{2} \left[ \sigma_2(q^*; \varphi, \psi) + \sigma_2(q^*; \psi, \varphi) \right], \quad \varphi, \psi \in V_1. \quad (2.8) \]

The first option seems more attractive for implementational purposes, but it might happen that equation \((2.7)\) can never be satisfied for any tuning parameter \(q^* \in Q\) that simultaneously satisfies \((S_1)\), \((A2)\), \((A3)\), \((B2)\) and \((B3)\). Of course, if there exists such a \(q^*\), then \((S_1)\) is the preferred modification. If, on the other hand, there does not exist a \(q^* \in Q\) such that \((S_1)\) is satisfied, then \((S_2)\) must be implemented. With the second option taken, equation \((2.4)\) then becomes
\[ \langle \dot{z}_t(t), \varphi \rangle + \frac{1}{2} \left[ \sigma_2(q^*; \dot{z}(t), \varphi) + \sigma_2(q^*; \varphi, \dot{z}(t)) \right] \\
+ \sigma_1(q^*; \dot{z}(t), \varphi) + \sigma_2(\dot{q}(t); z(t), \varphi) + \sigma_1(\dot{q}(t); z(t), \varphi) \\
= b(\dot{q}(t); f(t), \varphi) + \frac{1}{2} \left[ \sigma_2(q^*; z(t), \varphi) + \sigma_2(q^*; \varphi, z(t)) \right] \\
+ \sigma_1(q^*; z(t), \varphi), \quad \varphi \in V_1, t > 0, \]

We note that the parameters \(q^* \in Q\) and \(\gamma > 0\) can be thought of as gains, or tuning parameters, which are used to “tune” the estimator, see [15]. Of course \(q^*\) must be such that Assumptions \((A2)-(A3)\), \((B2)-(B3)\) and \((S_1)\) or \((S_2)\) are satisfied. We note as well, that weighting the \(Q\) inner product can also serve to tune the scheme, see [15, 16].

A third option seems to be the most general and will be the one treated throughout these pages. Instead of searching for an optimal parameter \(q^* \in Q\) such that Assumptions \((A2)-(A3)\), \((B2)-(B3)\) and \((S_1)\) or \((S_2)\) are satisfied, one can introduce bilinear forms \(\Sigma_1(\cdot, \cdot) : V_1 \times V_1 \rightarrow \mathbb{R}^1\) that do not depend on any parameter \(q \in Q\) or necessarily bear any resemblance to the bilinear forms \(\sigma_1(\cdot, \cdot)\), and that satisfy Assumptions \((A1)-(A3)\) and \((B1)-(B3)\) with known bounds. That is, let \(\Sigma_1(\cdot, \cdot) : V_1 \times V_1 \rightarrow \mathbb{R}^1\) be a bilinear form on \(V_1\) satisfying
\[ (\Sigma_1) \text{ Symmetry} \]
\[ \Sigma_1(\varphi, \psi) = \Sigma_1(\psi, \varphi), \quad \varphi, \psi \in V_1, \]
\[ (\Sigma_2) \text{ Boundedness} \]
\[ |\Sigma_1(\varphi, \psi)| \leq \alpha|\varphi|_{V_1} |\psi|_{V_1}, \quad \alpha > 0, \quad \varphi, \psi \in V_1. \]
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(A3) (Coercivity) $\Sigma_{1}(\varphi, \varphi) \geq \gamma_{0}\|\varphi\|_{V_{1}}^{2}$, $\gamma_{0} > 0$, $\varphi \in V_{1}$,
and let $\Sigma_{2}(\cdot, \cdot) : V_{2} \times V_{2} \to \mathbb{R}$ be a bilinear form on $V_{2}$ satisfying

(B1) (Symmetry) $\Sigma_{2}(\varphi, \psi) = \Sigma_{2}(\psi, \varphi)$, $\varphi, \psi \in V_{2}$,
(B2) (Boundedness) $|\Sigma_{2}(\varphi, \psi)| \leq \gamma_{0}\|\varphi\|_{V_{2}}\|\psi\|_{V_{2}}$, $\gamma_{0} > 0$, $\varphi, \psi \in V_{2}$,
(B3) (Coercivity) $\Sigma_{2}(\varphi, \varphi) \geq \gamma_{0}\|\varphi\|_{V_{2}}^{2}$, $\gamma_{0} > 0$, $\varphi \in V_{2}$.

This can also be viewed as being a more general case of the adaptive scheme presented in [15, 25] where $\sigma_{i}(\psi^{*}, \cdot)$ is a specific form of $\Sigma_{i}(\cdot, \cdot), i = 1, 2$. Then, the state and parameter estimator equivalents of (2.4) - (2.6) are now given by

$$
\langle \dot{z}_{i}(t), \varphi \rangle + \Sigma_{2}(\dot{z}_{i}(t), \varphi) + \Sigma_{1}(\ddot{z}(t), \varphi) + \sigma_{2}(\ddot{z}(t); z(t), \varphi) + \sigma_{1}(\ddot{q}(t); z(t), \varphi)
= b(\ddot{q}(t); f(t), \varphi) + \Sigma_{2}(z_{i}(t), \varphi) + \Sigma_{1}(z(t), \varphi)$,
$$
=$$
$\varphi \in V_{1}, t > 0, \quad (2.9)$

$$
\langle \ddot{q}(t), p \rangle + \sigma_{2}(p; z(t), \dot{z}(t) - \ddot{z}(t)) + \sigma_{1}(p; \dot{z}(t), z(t) - \ddot{z}(t))
= -b(p; f(t), \dot{z}(t) - \ddot{z}(t)) + \gamma \sigma_{2}(p; z(t), \dot{z}(t) - \ddot{z}(t))
+ \gamma \sigma_{1}(p; z(t), \dot{z}(t) - \ddot{z}(t)) - b(p; f(t), \dot{z}(t) - \ddot{z}(t)) = 0$, \quad (2.10)$
$p \in Q, t > 0$,

$$
\dot{z}(0) \in V_{1}, \quad \dot{q}(0) \in H, \quad \ddot{q}(0) \in Q. \quad (2.11)$

Assumptions (A4) and (B4) imply that the system (2.9), (2.10) is linear in $(\dot{z}, \ddot{q})$. One way that the initial value problem (2.9), (2.10) and (2.11) can be shown to be well posed is in the sense of the existence of a unique mild or generalized solution. This can be argued via the theory of infinite dimensional evolution equations as presented in, for example, Pazy [3], Tanabe [27] or the more relevant treatment by Demetriou and Rosen [15] and Scondo [25] for the symmetric or absent $\sigma_{2}$ case. We duplicate, for sake of completeness, the procedure used in [15] and present the required modifications.

Let $\{X, \langle \cdot, \cdot \rangle_{X}\}$ be the Hilbert space defined by $X = V_{1} \times H$ and introducing an additional tuning parameter $\gamma$, we define the $X$-inner product

$$
\langle \varphi, \psi \rangle_{X} = \gamma \{\Sigma_{1}(\varphi_{1}, \psi_{1}) + \Sigma_{2}(\varphi_{2}, \psi_{2})\} + \langle \varphi_{1}, \psi_{2} \rangle + \langle \psi_{1}, \varphi_{2} \rangle + \Sigma_{2}(\varphi_{1}, \psi_{1})$

for $\varphi = (\varphi_{1}, \varphi_{2}), \psi = (\psi_{1}, \psi_{2}) \in X, \gamma \in \mathbb{R}$. It can easily be shown [15] that if $\gamma > 0$ is sufficiently large, then $\langle \cdot, \cdot \rangle_{X}$ is in fact an inner product on $X$ and moreover, that the corresponding induced norm, $\| \cdot \|_{X}$, is equivalent to the norm on $X$ induced by the more standard inner product on $X$ given by

$$
\langle \varphi, \psi \rangle_{X} = \Sigma_{1}(\varphi_{1}, \psi_{1}) + \langle \varphi_{2}, \psi_{2} \rangle,$n
for $\varphi = (\varphi_{1}, \varphi_{2}), \psi = (\psi_{1}, \psi_{2}) \in X$. In fact, these arguments will be given in the proofs of Lemma 3.1 and convergence results in the next section (see also [15]). Now let $Y = V_{1} \times V_{1}$ be endowed with the norm

$$
\| \varphi \|_{Y} = \{\| \varphi_{1} \|_{V_{1}}^{2} + \| \varphi_{2} \|_{V_{1}}^{2}\}^{\frac{1}{2}},$
for $\varphi = (\varphi_{1}, \varphi_{2}) \in Y$. Then $Y$ is a reflexive Banach space and $Y \hookrightarrow X \hookrightarrow Y^{*}$
with the embeddings dense and continuous.

We rewrite (2.9), (2.10) in first order form as

$$
\frac{d}{dt} \begin{bmatrix} x(t) \\ \dot{q}(t) \end{bmatrix} = \begin{bmatrix} \mathcal{A} & B(t) \\ -B(t)^{*} & 0 \end{bmatrix} \begin{bmatrix} x(t) \\ \dot{q}(t) \end{bmatrix} + \mathcal{F}(t), \quad t > 0,$$
$\mathcal{F}(t)$
where $A \in \mathcal{L}(Y, Y^*)$ and $B(t) \in \mathcal{L}(Q, Y^*)$, are given by

$$A\varphi = \begin{bmatrix} 0 & I \\ -A_1 & -A_2 \end{bmatrix} \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix}, \quad \varphi = (\varphi_1, \varphi_2) \in Y,$$

and

$$B(t)q = \begin{bmatrix} 0 \\ -A_2(q)z(t) - A_1(q)z(t) + B(q)f(t) \end{bmatrix}, \quad q \in Q,$$

respectively (the operators $A_1(q)$ and $A_2(q)$ are as they have been defined above), $A_1 \in \mathcal{L}(V_1, V^*_1)$ and $A_2 \in \mathcal{L}(V_2, V^*_2)$ are the operators that correspond to the bilinear forms $\Sigma_1, \Sigma_2$ and are defined similar to the operators $A_1(q), A_2(q), B(t)^* \in \mathcal{L}(Y, Q)$ is the Banach space adjoint of $B(t)$ (that is, recalling that above embeddings, that $(B(t)^* \varphi, q)_Q = (\varphi, B(t)q)_X$, $\varphi \in Y$, $q \in Q$), and the forcing term is

$$F(t) = \begin{bmatrix} 0 \\ A_2z(t) + A_1z(t) \\ B(t)^*(z(t), z(t)) \end{bmatrix}, \quad t > 0.$$ 

Since $(q, z, f)$ is assumed to be an admissible plant, then $F \in L_2(0, T; (Y \times Q)^*)$ for all $T > 0$. We assume that $z$ is such that $A_2(q)z(t) + A_1(q)z(t) \in H$, $t \geq 0$, $q \in Q$, and that $A_2z(t) + A_1z(t) \in H, t \geq 0$. In addition we assume that the map $t \to A_2(q)z(t) + A_1(q)z(t)$, for each $q \in Q$, is strongly continuously differentiable in $H$. Let $X = X \times Q$, let the domain $D$ be

$$D = \{(\varphi, q) \in X : \varphi = (\varphi_1, \varphi_2) \in Y \text{ and } A_1\varphi_1 + A_2\varphi_2 \in H\}$$

and define the family of operators $\{\mathcal{A}(t)\}_{t \geq 0}$, $\mathcal{A}(t) : D \subset X \to X$ by

$$\mathcal{A}(t) = \begin{bmatrix} A & B(t) \\ -B(t)^* & 0 \end{bmatrix}, \quad t \geq 0.$$ 

Using the results in [15] it can be shown that $\{\mathcal{A}(t)\}_{t \geq 0}$ is a stable family of infinitesimal generators of $C_0$ semigroups on $X$ and that the map $t \to \mathcal{A}(t)(\varphi, q)$ for $(\varphi, q) \in D$ is strongly continuously differentiable in $X$. It then follows [23], that the system (2.9), (2.10), (2.11) admits a unique mild solution. When the initial data, $(x(0), \dot{q}(0))$, is sufficiently regular (i.e. $(x(0), \dot{q}(0)) \in D$) and $F$ is sufficiently regular (which essentially depends upon the regularity of the plant state, $z$) we have a strong solution to the initial value problem (2.9) - (2.11). In the rest of this note, we assume that the initial data and the plant are sufficiently regular to ensure that the initial value problem (2.9) - (2.11) has a strong solution.

Let $e(t) := \hat{z}(t) - z(t)$ denote the state error and $r(t) := \hat{q}(t) - q$ the parameter error, with $(q, z, f)$ a plant and $(\hat{q}, \hat{z})$ a solution to the initial value problem (2.9) - (2.11). In the next section we will show that under no additional assumptions we have state error convergence and that under the additional assumption of persistence of excitation can guarantee parameter convergence.
2.2. Systems with no Damping

In this subsection we consider systems with no damping term, given in weak form by
\[
\langle z_t(t), \varphi \rangle_{V_1^*, V_1} + \sigma_1(q; z(t), \varphi) = b(q; f(t), \varphi), \quad \varphi \in V_1, \ t > 0, \quad (2.16)
\]
\[
z(0) = z_0, \quad z_t(0) = z_1,
\]
where \( z_0 \in V_1, \ z_1 \in H, \) and \( f \in L_2(0, \infty; H). \) In this case we only utilize a Gelfand triple with \( V_1 \hookrightarrow H \simeq H^* \hookrightarrow V_1^*, \) [28].

The well posedness of the system (2.16), (2.17) with bounded input operator can easily be established using linear semigroup theory, see [10, 20, 21, 23, 26, 28]. The case of unbounded input operator is treated in [7]. Once again, it is possible to specify sufficient conditions for a solution \((z, z_t)\) to (2.16), (2.17) to have the necessary regularity for \((q, z_t)\) to be an admissible plant.

The corresponding definition for an admissible plant, in this case, is the triple \((q, z, f)\) with \((z, z_t)\) a solution to (2.16), for which there exist \( \lambda > 0 \) such that
\[
|\sigma_1(p; z(t), \varphi) - b(p; f(t), \varphi)| \leq \lambda |p|_Q \| \varphi \|_{V_2} \quad (2.18)
\]
for almost every \( t > 0, \ p \in Q \) and \( \varphi \in V_1. \) In the proposed state and parameter estimator below, we utilize a damping sesquilinear form \( \sigma_2 \) even though \( \sigma_2 \) does not occur naturally in the system (2.16), (2.17). The motivation behind this is to enhance the convergence properties of the state error (both \( \|e(t)\|_{V_2} \) and \( |e_t(t)| \)) to zero; this will become clearer in the ensuing stability analysis. In this case the proposed state and parameter estimators take the form

\[
\langle \hat{z}_t(t), \varphi \rangle + \sigma_2(q^*; \hat{z}_t(t), \varphi) + \sigma_1(q^*; \hat{z}_t(t), \varphi) + \sigma_1(q^*; z(t), \varphi)
\]
\[= b(\hat{q}(t); f(t), \varphi) + \sigma_2(q^*; z(t), \varphi) + \sigma_1(q^*; z(t), \varphi), \quad \varphi \in V, \ t > 0, \quad (2.19)\]

\[
\langle q_t(t), p \rangle_Q + \sigma_1(p; z(t), z(t) - \hat{z}(t)) - b(p; f(t), z(t) - \hat{z}(t))
\]
\[+ \gamma [\sigma_1(p; z(t), z(t) - \hat{z}_t(t)) - b(p; f(t), z(t) - \hat{z}_t(t))] = 0, \quad (2.20)\]

\[p \in Q, \ t > 0, \quad \hat{z}(0) \in V_1, \quad \hat{z}_t(0) \in H, \quad \hat{q}(0) \in Q, \quad (2.21)\]

where \( \sigma_2 \) (a design term) is chosen to satisfy Assumptions (A1) - (A4). We note, however, that by employing a 5-space setting as in (2.1), \( \sigma_2 \) could alternatively be chosen to satisfy Assumptions (B1) - (B4) which permits one to obtain the desired results under, in general, much weaker assumptions on \( \sigma_2. \) The reader is also directed to [25] for a similar treatment of second order systems with no damping in a 3-space setting where that author chooses \( \sigma_2(q^*; \cdot, \cdot) \) of the estimator to be the same as \( \sigma_1(q^*; \cdot, \cdot) \) of the system.

As in the case of subsection 2.1, we define the space \( X = V_1 \times H \) with the same inner product
\[
\langle \varphi, \psi \rangle_X = \gamma \{ \sigma_1(q^*; \varphi_1, \psi_1) + \langle \varphi_2, \psi_2 \rangle \} + \langle \varphi_1, \psi_2 \rangle + \langle \psi_1, \varphi_2 \rangle + \sigma_2(q^*; \varphi_1, \psi_1),
\]
for \( \varphi = (\varphi_1, \varphi_2), \ \psi = (\psi_1, \psi_2) \in X, \) where \( q^* \in Q \) is as it was defined in Assumptions (A2), (A3) (or equivalently in Assumptions (B2), (B3)).
Remark 2.3. In the no damping case the bilinear form $\sigma_2$, proposed in (2.19), (2.20), is chosen to satisfy all four conditions (A1) - (A4), and this of course results in a Gelfand triple setting rather than a Gelfand quintuple setting. The symmetry condition is also imposed even when $\sigma_2(q^*; \cdot, \cdot)$ is not evaluated at the tuning parameter $q^*$. This can be done since $\sigma_2$ is a purely design term. One can further modify the above estimator by using the results of the third option (general option) to replace $\sigma_1(q^*; \cdot, \cdot)$ by $\Sigma_1(\cdot, \cdot)$ and $\sigma_2(q^*; \cdot, \cdot)$ by $\Sigma_2(\cdot, \cdot)$ if more design flexibility is desired, at the expense of increased complexity via a Gelfand quintuple. This then becomes a more general case that includes the treatment of symmetric damping in [12, 15] and of no damping in [25].

Similarly, we define the reflexive Banach space $Y = V_1 \times V_1$, endowed with the norm

$$\| \varphi \|_Y = \{ \| \varphi_1 \|_{V_1}^2 + \| \varphi_2 \|_{V_1}^2 \}^{\frac{1}{2}},$$

for $(\varphi_1, \varphi_2) \in Y$ with $Y \rightarrow H \rightarrow Y^*$ and the embeddings dense and continuous. We rewrite (2.19)-(2.21) in first order form as

$$\frac{d}{dt} \begin{bmatrix} x(t) \\ \dot{q}(t) \end{bmatrix} = \begin{bmatrix} A & B(t) \\ -B(t)^* & 0 \end{bmatrix} \begin{bmatrix} x(t) \\ \dot{q}(t) \end{bmatrix} + F(t), \quad t > 0,$$

where in this case $A \in \mathcal{L}(Y, Y^*)$ and $B(t) \in \mathcal{L}(Q, Y^*)$, are now given by

$$A\varphi = \begin{bmatrix} 0 & I \\ -A_1(q^*) & -A_2(q^*) \end{bmatrix} \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix}, \quad \varphi = (\varphi_1, \varphi_2) \in Y,$$

and

$$B(t)q = \begin{bmatrix} 0 \\ -A_1(q)z(t) + B(q)f(t) \end{bmatrix}, \quad q \in Q,$$

respectively (once again the operators $A_1(q)$ and $A_2(q)$ are as they have been defined in subsection 2.1 with $A_2(q)$ now in $\mathcal{L}(V_1, V^*)$), $B(t)^* \in \mathcal{L}(Y, Q)$ is again the Banach space adjoint of $B(t)$, and

$$F(t) = \begin{bmatrix} 0 \\ A_2(q)z(t) + A_1(q)z(t) \end{bmatrix}, \quad t > 0.$$

From the equivalent definition of the plant, equation (2.18), we have $F \in L_2(0, T; Y^*)$ for all $T > 0$. Using similar arguments as in Section 2, we can show the well posedness of the state and parameter estimator, (2.19)-(2.21).

Note that if the general case is used (Remark 2.3) then the $A$ operator is now given by (2.13) and $F(t)$ by (2.15).

3. Stability and Convergence

We now establish the convergence of the state estimator

$$\lim_{t \to \infty} \| e(t) \|_{V_1} = 0 \quad \text{and} \quad \lim_{t \to \infty} | e_1(t) | = 0$$

and, with the additional assumption of persistence of excitation, parameter convergence. That is, $\lim_{t \to \infty} | r(t) |_Q = \lim_{t \to \infty} | \dot{q}(t) - q(t) |_Q = 0$. We assume throughout this section that $(q, z, f)$ is an admissible plant (see Definition 2.1).
3.1. Non-symmetric Damping

Using the plant equation (2.2) with non-symmetric \( \sigma_2 \) (i.e. \((B1)\) not satisfied), the state estimator (2.9), and the parameter estimator (2.10), we have that \( e \) and \( r \) satisfy the linear, homogeneous, non-autonomous, initial value problem given in weak or variational form by

\[
\langle e_t(t), \varphi \rangle + \Sigma_2(e_t(t), \varphi) + \Sigma_1(e(t), \varphi) + \sigma_2(r(t); z(t), \varphi) + \sigma_1(r(t); z(t), \varphi) = b(r(t); f(t), \varphi), \quad \varphi \in V_1, t > 0, \quad (3.1)
\]

\[
\langle r_t(t), p \rangle_Q - \sigma_2(p; z(t), e(t)) - \sigma_1(p; z(t), e(t)) + b(p; f(t), e(t)) - \gamma \sigma_2(p; z(t), e(t)) - \gamma \sigma_1(p; z(t), e(t)) + \gamma b(p; f(t), e(t)) = 0, \quad \gamma > 0, t > 0,
\]

\[
e(0) \in V_1, \quad e_1(0) \in H, \quad r(0) \in Q. \quad (3.3)
\]

We next establish a Lyapunov-like estimate for the system (3.1)-(3.3). In essence, it is shown that the derivative of an energy function is non-positive along the trajectories of the error equations (3.1), (3.2).

**Lemma 3.1.** \((15)\) If the tuning parameter \( \gamma \) satisfies

\[
\gamma > \max \left\{ K_{V_1}, \frac{K_{V_1}}{\gamma_0}, \frac{K_{V_2}^2}{\gamma_0} \right\}, \quad (3.4)
\]

then there exist constants \( \rho, k > 0 \) such that for all \( t > 0 \)

\[
\left\| e(t) \right\|_{V_1}^2 + \left\| e_t(t) \right\|^2 + \left\| r(t) \right\|_Q^2 + \rho \int_0^t \left\{ \left\| e(s) \right\|_{V_1}^2 + \left\| e_s(s) \right\|_{V_2}^2 \right\} ds \leq \xi, \quad (3.5)
\]

where \( \xi = k \left\{ \left\| e(0) \right\|_{V_1}^2 + \left\| e_1(0) \right\|^2 + \left\| r(0) \right\|_Q^2 \right\} \).

**Proof.** Following the treatment in [15], we define the energy functional, \( E : [0, \infty) \to \mathbb{R}^1 \), for the system (3.1), (3.2) by

\[
E(t) = \gamma \left\{ \Sigma_1(e(t), e(t)) + \left\| e_t(t) \right\|^2 \right\} + 2\left\langle e(t), e_t(t) \right\rangle + \Sigma_2(e_t(t), e(t)) + \left\| r(t) \right\|_Q^2
\]

\[
= \begin{pmatrix} e(t) \\ e_t(t) \end{pmatrix}^T X \begin{pmatrix} e(t) \\ e_t(t) \end{pmatrix} + \left\| r(t) \right\|_Q^2. \quad (3.5)
\]

Then, using (3.1), (3.2), and assumptions \((\overline{A3})\) and \((\overline{B3})\), we obtain

\[
E_t(t) = \gamma \left\{ 2\Sigma_1(e(t), e_t(t)) + 2\left\langle e_t(t), e_t(t) \right\rangle \right\} + 2\left\langle e(t), e_t(t) \right\rangle + 2\Sigma_2(e_t(t), e(t)) + 2\left\langle r_t(t), r_t(t) \right\rangle_Q
\]

\[
= -2\gamma \Sigma_2(e_t(t), e_t(t)) - 2\Sigma_1(e(t), e(t)) + 2\left\| e_t(t) \right\|^2 \leq -2\rho_0 \left\{ \left\| e(t) \right\|_{V_1}^2 + \left\| e_t(t) \right\|_{V_2}^2 \right\},
\]

for some \( \rho_0 = \min \left\{ 2\rho_0, 2\gamma \rho_0 - 2K_{V_2}^2 \right\} > 0 \), since, by assumption, \( \gamma > K_{V_2}^2/\rho_0 \). Consequently,

\[
E(t) + \rho_0 \int_0^t \left\{ \left\| e(s) \right\|_{V_1}^2 + \left\| e_s(s) \right\|_{V_2}^2 \right\} ds \leq E(0). \quad (3.7)
\]
From assumptions $(A2)$ and $(B2)$, see also [15], we find that

$$E(t) \leq \kappa_R \left\{ \| e(t) \| V_1^2 + \| e_i(t) \|^2 + \| r(t) \| Q^2 \right\},$$

for some $\kappa_R > 0$ and from (3.5) that

$$\kappa_L \left\{ \| e(t) \| V_1^2 + \| e_i(t) \|^2 + \| r(t) \| Q^2 \right\} \leq E(t),$$

for some $\kappa_L > 0$. The desired result then follows from (3.7), (3.8), (3.9), and the assumed lower bound on $\gamma$.

The convergence of the state estimate is established below without imposing any additional assumptions. Let $(q, z, f)$ be an admissible plant. If $\gamma > \max \left\{ K_V, K_{V_i}/e_0, K_{V_2}/\beta_0 \right\}$, then the energy functional $E$ given by (3.5) is non-increasing,

$$\lim_{t \to \infty} \| e(t) \| V_1 = 0 \quad \text{and} \quad \lim_{t \to \infty} \| e_i(t) \| = 0.$$  \hspace{1cm} (3.10)

The proof of the state convergence is similar to the one given in [15] for the symmetric case and is given in greater detail in Appendix A of the companion report [3].

**Remark 3.2.** ([15]) In the case that $V_1 = V_2$, inspection of the definition of $E$ given in (3.5) reveals that Lemma 3.1 and the error convergence (3.10) can be proved with the somewhat weaker assumption on $\gamma$ that

$$\gamma > \max \left\{ K_V, K_{V_1}/e_0, K_{V_2}/\beta_0 \right\}.$$  

In order to establish parameter convergence we require the notion of *persistence of excitation*.

**Definition 3.3.** A plant $(q, z, f)$ is said to be persistently excited via the input $f$, if there exists $T_0, \delta_0, e_0 > 0$ such that for each $p \in Q$ with $|p|_Q = 1$ and each $t_1 > 0$ sufficiently large, there exists a $\tau \in [t_1, t_1 + T_0]$ such that

$$\left\| \int_{t_1}^{t_1 + \delta_0} \left\langle A_2(p)z_i(\tau), \cdot \right\rangle + \left\langle A_1(p)z(\tau), \cdot \right\rangle - \left\langle B(p)(\tau), \cdot \right\rangle d\tau \right\| _{V_i} \geq e_0.$$  

With the above condition assumed, we have that if the plant $(q, z, f)$ is persistently excited then

$$\lim_{t \to \infty} |r(t)|_Q = 0.$$  

The proof of parameter convergence follows from two technical lemmas which are stated and proven in Appendix A of [3]. It is almost identical to the symmetric case presented in [15].

**Remark 3.4.** Continuing with possible extensions for the non-symmetric case as was presented in Remark 2.2, we also present a fourth possible way which is less complicated but changes the bound on the constant $\gamma$. If the original state estimator (with no modifications) given by (2.4) is used, then
in the proof of Lemma 3.1 we have that
\[
E_i(t) \leq -2\sigma_0(q^*) \|e(t)\|_{V_1}^2 - \left\{2\gamma /3\beta_0(q^*) - 2K_{V_2}^2\right\} \|e(t)\|_{V_1}^2
+ \sigma_2(q^*; e_i(t), e(t)) - \sigma_2(q^*; e(t), e(t))
\leq - \left\{2\sigma_0(q^*) - \beta^0(q^*)\right\} \|e(t)\|_{V_1}^2
- \left\{2\gamma /3\beta_0(q^*) - 2K_{V_2}^2 /3\beta^0(q^*)K_{V_2,V_1}^2\right\} \|e(t)\|_{V_1}^2,
\]
which imposes the additional condition \(2\sigma_0(q^*) - \beta^0(q^*) > 0\) and decreases the lower bound of \(\gamma\) to \(\gamma \geq \frac{2K_{V_2}^2 /3\beta^0(q^*)K_{V_2,V_1}^2}{2\sigma_0(q^*)}\). These changes will affect the choice of the constant \(c_2\) and \(\rho_0\) in the proof of parameter convergence, (see Appendix A of [3]) which will eventually affect the rate of convergence \(\gamma_0\) of \(E(t)\) to zero, see [16]. Concluding about this option, either the level of excitation, \(\varepsilon_0\) must increase or the length of the time window \(\delta_0\) for Definition 3.3 must decrease.

3.2. Systems with No Damping

Assuming that the purely designed term \(\sigma_2\) is used (Remark 2.3) then the resulting state and parameter error equations become
\[
\langle e_i(t), \varphi \rangle + \sigma_2(q^*; e_i(t), \varphi) + \sigma_1(q^*; e(t), \varphi) + \sigma_1(r(t); z(t), \varphi)
= b(r(t); f(t), \varphi), \quad \varphi \in V_1, t > 0,
\]
\[
\langle r_i(t), p/Q - \sigma_1(p; z(t), e(t)) + b(p; f(t), e(t))
- \gamma \{\sigma_1(p; z(t), e_i(t)) - b(p; f(t), e_i(t))\}\rangle = 0, \quad p \in Q, t > 0,
\]
\[
\varepsilon(0) \in V_1, \quad e_i(0) \in H, \quad r(0) \in Q.
\]

The persistence of excitation condition reduces to requiring that for \(T_0, \delta_0, \varepsilon_0 > 0\), for each \(p \in Q\) with \(|p|_Q = 1\) and each \(t_1 > \) sufficiently large, there exists a \(t \in [t_1, t_1 + T]\) such that
\[
\left\|\int_t^{t+\delta_0} \langle A_1(p)z(\tau), \cdot \rangle - \langle B(p)f(\tau), \cdot \rangle \, d\tau\right\|_{V_1^*} \geq \varepsilon_0.
\]

The corresponding result in state error convergence is then summarized. Let \((q, z, f)\) be an admissible plant. If \(\gamma > \max\{K_{V_1}, K_{V_1}/\alpha_0(q^*), K_{V_1}^2 /\alpha_0(q^*)\}\), then the energy functional \(E\) given by (3.5) is non-increasing,
\[
\lim_{t \to \infty} \|e(t)\|_{V_1} = 0 \quad \text{and} \quad \lim_{t \to \infty} \|e_i(t)\|_{V_1} = 0.
\]

The arguments leading to the proof of the state error convergence are similar to the case with damping presented in Appendix A of [3] and are therefore omitted. The differences are in the definition of the (admissible) plant given by (2.18).

Once again, in order to achieve parameter convergence we impose the persistence of excitation condition given by (3.14). If the condition of persistence of excitation, given by (3.14), is satisfied, then
\[
\lim_{t \to \infty} |r(t)|_Q = 0.
\]
The proof of parameter convergence once again resembles the arguments used in Appendix A of [3] for the case with damping. The differences are in the choice of the constant μ used in the proof of Lemma A.1 and in the choice of \(c_1, c_2, \gamma_0\) and \(g(t)\) used in the proof of state error convergence with damping.

Remark 3.5. Following Remark 2.3, if the general option with a 5-space setting is used, then the parameter \(\gamma\) required to guarantee convergence is given by (3.4).

4. Slowly Time-Varying Systems

We now turn our attention to systems with time varying parameters. Specifically, we treat systems whose parameters are assumed to asymptotically converge to an (unknown) steady state value. Consider the system (with a symmetric \(\sigma_2(q; \cdot, \cdot)\) assumed here for simplicity, i.e. satisfying Assumption (B1))

\[
(z_{tt}(t), \varphi) v^*_t v_t + \sigma_2(q(t); z(t), \varphi) + \sigma_1(q(t); z(t), \varphi) = b(q(t); f(t), \varphi),
\]

\[
\varphi \in V_1, \quad t > 0,
\]

\[
z(0) = z_0 \in V_1, \quad z_1(0) = z_1 \in H, \quad q(0) = q_0 \in Q,
\]

where \(z_0 \in V_1, z_1 \in H, f \in L_2[0, \infty; H]\), and \(q(0) \in Q\) is some unknown initial condition of the parameter \(q(t)\). We assume that the parameter \(q(t)\) satisfies

\[
\langle q(t), p \rangle_Q = \langle A_q q(t), p \rangle_Q + \langle e_{ss}, p \rangle_Q,
\]

where \(q(0) \in Q\), \(A_q\) is the infinitesimal generator of an exponentially stable \(C_0\) semigroup on \(Q\) satisfying

\[
\langle A_q p, p \rangle_Q \leq -\kappa \|p\|_Q^2, \quad p \in Q, \quad \text{some} \quad \kappa_0 > 0,
\]

and \(e_{ss}\) is related to the steady state value of \(q(t)\). Following the results in [1, 2] for finite dimensional adaptive systems and in [23] for \(Q\) being an infinite dimensional parameter space with \(q(t)\) now denoting the mild solution, we have that (4.3) satisfies

\[
\lim_{t \to \infty} q(t) = q_{ss} = -A_q^{-1} e_{ss},
\]

where \(q_{ss}\) is the steady state value of \(q(t)\). It is assumed in this case that both \(q(0)\) and \(q_{ss}\) (equivalently \(e_{ss}\)) are unknown. The only parameter assumed known here is the dissipation bound \(\kappa_0\).

Remark 4.1. We can also assume that \(e_{ss}\) is a function of time and that there exists a steady state value for \(e_{ss}(t)\) (assumed bounded and measurable on \([0, \infty))\), namely, \(e_{ss}^\infty = \lim_{t \to \infty} e_{ss}(t)\), so that \(q_{ss} = -A_q^{-1} e_{ss}^\infty\), see [18, 23].

The definition of an admissible plant will be taken to be the same presented in Section 2, namely Definition 2.1. We can follow the procedure given in [20], [23], or [28] to establish the well posedness of the system (4.1) - (4.3).
We now proceed to establish a state and parameter estimator that will guarantee the convergence of the state error to zero, and by imposing the additional condition of persistence of excitation, parameter convergence. Following the treatment of finite dimensional results for slowly time varying parameters, see for example [22], we re-introduce the parameter error given by \( \bar{q}(t) := \hat{q}(t) - q_{\text{ss}} \), instead of the more conventional term, \( \tilde{q}(t) - q(t) \), and define \( \bar{q}(t) := q(t) - q_{\text{ss}} \). The equations for the state and parameter estimator are the same as the ones given for hyperbolic systems with symmetric damping and time invariant parameters by (2.4) - (2.6), namely

\[
\begin{align*}
(\ddot{z}_i(t), \varphi) + \sigma_2(q^*; \dot{z}_i(t), \varphi) + \sigma_1(q^*; \dot{z}(t), \varphi) + \sigma_2(\bar{q}(t); \dot{z}_i(t), \varphi) & \\
& + \sigma_1(\bar{q}(t); \dot{z}(t), \varphi)
\end{align*}
\]

\[
= b(\bar{q}(t); f(t), \varphi + \sigma_2(q^*; \dot{z}_i(t), \varphi) + \sigma_1(q^*; z(t), \varphi), \varphi \in V, t > 0, \quad (4.5)
\]

\[
\begin{align*}
\langle \dot{q}_i(t), p \rangle & + \sigma_2(p; \dot{z}_i(t), z(t) - \dot{z}(t)) + \sigma_1(p; z(t), z(t) - \dot{z}(t)) \\
& - b(p; f(t), z(t) - \dot{z}(t)) + \gamma \sigma_2(p; \dot{z}_i(t), z_i(t) - \dot{z}_i(t)) \\
& + \gamma \sigma_1(p; \dot{z}_i(t), z_i(t) - \dot{z}_i(t)) - \gamma b(p; f(t), z_i(t) - \dot{z}_i(t)) = 0, \quad (4.6)
\end{align*}
\]

\[
p \in Q, t > 0,
\]

\[
\begin{align*}
\dot{z}(0) & \in V, \quad \dot{z}_i(0) \in H, \quad \dot{q}(0) \in Q.
\end{align*}
\]

Following the procedure given in Section 2, we duplicate the steps taken for establishing the well posedness of the state and parameter estimator, (4.5) - (4.7). We first assume that Assumptions (A1) - (A4), (B1) - (B4) are satisfied for \( q, q^* \in Q \). Let \( \{X, \langle \cdot, \cdot \rangle_X \} \) be the Hilbert space defined by \( X = V_1 \times H \) and now define

\[
\langle \varphi, \psi \rangle_X = \gamma \{ \sigma_1(q^*; \varphi_1, \psi_1) + \langle \varphi_2, \psi_2 \rangle \} + \langle \varphi_1, \psi_2 \rangle + \langle \psi_1, \varphi_2 \rangle + \sigma_2(q^*; \varphi_1, \psi_1),
\]

for \( \varphi = (\varphi_1, \varphi_2), \psi = (\psi_1, \psi_2) \in X \), where \( q^* \in Q \) is as it was defined in Assumptions (A2), (A3), (B2), and (B3).

We rewrite (4.5), (4.6) in first order form as

\[
\frac{d}{dt}\begin{bmatrix}
x(t) \\
\dot{q}(t)
\end{bmatrix} = \begin{bmatrix}
\mathcal{A} & \mathcal{B}(t) \\
-B(t)^* & 0
\end{bmatrix}\begin{bmatrix}
x(t) \\
\dot{q}(t)
\end{bmatrix} + \mathcal{F}(t), \quad t > 0,
\]

where \( \mathcal{A} \in \mathcal{L}(Y, Y^*) \) and \( \mathcal{B}(t) \in \mathcal{L}(Q, Y^*) \), are now given by

\[
\mathcal{A} = \begin{bmatrix}
0 \\
-A_1(q^*) & -A_2(q^*)
\end{bmatrix}, \quad \mathcal{B}(t) = \begin{bmatrix}
0 \\
-B_2(q) z_i(t) - A_1(q) z(t) + B(q) f(t)
\end{bmatrix}, \quad q \in Q,
\]

respectively, \( \mathcal{B}(t)^* \in \mathcal{L}(Y, Q) \), and \( \mathcal{F}(t) \) is now given by

\[
\mathcal{F}(t) = \begin{bmatrix}
0 \\
A_2(q^*) z_i(t) + A_1(q^*) z(t)
\end{bmatrix}, \quad t > 0.
\]
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The rest of the arguments are similar to the ones used in Section 2 and are therefore omitted. The resulting error equations are now given by

\[
\begin{align*}
\langle c_t(t), \varphi \rangle + \sigma_2(q^*; e_t(t), \varphi) + \sigma_1(q^*; e(t), \varphi) + \sigma_2(\bar{q}(t); z_t(t), \varphi) \\
+ \sigma_1(\bar{q}(t); z(t), \varphi) - \sigma_2(\bar{\tau}(t); z_t(t), \varphi) - \sigma_1(\bar{\tau}(t); z(t), \varphi) \\
= b(\bar{q}(t); f(t), \varphi) - b(\bar{\tau}(t); f(t), \varphi), \quad \varphi \in V, t > 0,
\end{align*}
\]

(4.8)

\[
\begin{align*}
\langle \tilde{q}_t(t), \varphi \rangle_Q - \sigma_2(p; z_t(t), e(t)) - \sigma_1(p; z(t), e(t)) + b(p; f(t), e(t)) \\
- \gamma \sigma_2(p; z_t(t), e_t(t)) - \gamma \sigma_1(p; z(t), e_t(t)) + \gamma b(p; f(t), e_t(t)) = 0, \\
p \in Q, t > 0,
\end{align*}
\]

(4.9)

\[
\begin{align*}
\langle \bar{\tau}_t(t), p \rangle \\
= \langle \frac{d}{dt}q(t) - \frac{d}{dt}q_{ss}, p \rangle = \langle A_q q(t), p \rangle + \langle c_{ss}, p \rangle \\
= \langle A_q [q(t) - q_{ss} + q_{ss}], p \rangle + \langle c_{ss}, p \rangle \\
= \langle A_q [\bar{\tau}(t), p \rangle + \langle A_q q_{ss} + c_{ss}, p \rangle = \langle A_q [\bar{\tau}(t), p \rangle,
\end{align*}
\]

(4.10)

(4.11)

where we used the fact \( \frac{d}{dt}\tilde{q}(t) = \frac{d}{dt}\bar{q}(t) - \frac{d}{dt}q_{ss} = \hat{q}_t(t) \) and that \( q_{ss} = -A_q^{-1}c_{ss} \).

The difference in the (slowly) time varying case arises in the definition of the energy functional which is now given by

\[
E(t) = \gamma \{ \sigma_1(q^*; e(t), \varphi(t)) + |e_t(t)|^2 \} + 2 \langle e_t(t), e_t(t) \rangle \\
+ \sigma_2(q^*; e(t), \varphi(t)) + |\tilde{q}(t)|^2_Q + \beta |\bar{\tau}(t)|^2_Q,
\]

(4.12)

for some \( \beta > 0 \) to be defined later. The derivative \( E_t(t) \) is given by

\[
E_t(t) = \gamma \{ 2\sigma_1(q^*; e(t), e_t(t)) + 2\langle e_t(t), e_t(t) \rangle \} + 2 \langle e_t(t), e_t(t) \rangle \\
+ 2 \langle e_t(t), e_t(t) \rangle + 2 \sigma_2(q^*; e_t(t), e(t)) + 2 \langle \tilde{q}_t(t), \tilde{q}(t) \rangle_Q \\
+ 2 \beta |\bar{\tau}(t)|^2_Q + \tilde{q}(t) \rangle_Q \\
= -2\gamma \sigma_2(q^*; e_t(t), e_t(t)) - 2\sigma_1(q^*; e(t), e(t)) + 2 |e_t(t)|^2 \\
+ 2 \sigma_2(\bar{\tau}(t); z_t(t), e(t)) + 2 \sigma_1(\bar{\tau}(t); z(t), e(t)) \\
+ 2 \gamma |\tilde{q}(t); z_t(t), e_t(t) + 2 \gamma |\bar{\tau}(t); z(t), e_t(t)) \\
- 2 \gamma b(\bar{\tau}(t); f(t), e(t)) - 2b(\bar{\tau}(t); f(t), e(t)) + 2 \beta \langle A_q \bar{\tau}(t), \bar{\tau}(t) \rangle_Q \\
\leq \{ 2\alpha_0(q^* - \lambda K_v^2 v) ||e(t)||^2_v \\
+ 2 \beta |\tau(t)|^2_Q + 2 \gamma |\tilde{q}(t); z(t), e_t(t) ||\tilde{q}(t)^2-v_Q \\
+ 2 \lambda |\bar{\tau}(t)|^2_Q + 2 \lambda |\bar{\tau}(t)|^2_Q + |\tilde{q}(t)|^2_Q \\
\leq \{ 2\alpha_0(q^* - \lambda K_v^2 v; \mu) \} ||e(t)||^2_v \\
- \{ 2\beta_0(q^* - \lambda K_v^2 v - \gamma \lambda \mu; \mu \} ||e(t)||^2_v \\
+ \{ \beta \gamma - \left( \frac{1}{4\mu_1} + \frac{\gamma}{4\mu_2} \right) \} ||\tilde{q}(t)||^2_Q \\
\leq -\alpha_0 \{ ||e(t)||^2_v + ||e_t(t)||^2_v + |\tilde{q}(t)|^2_Q \},
\]

(4.13)

where we used the identity \( a \cdot b \leq a^2/4\mu_1 + b^2 \cdot \mu_1 \). The equivalent of Lemma 3.1 is
Lemma 4.2. If $\beta, \mu_1, \mu_2$ are chosen so that the following are satisfied

$$0 < \mu_1 < \frac{2\alpha_0(q^*)}{\lambda K_{V_2}}, \quad 0 < \mu_2 < \frac{2\beta_0(q^*)}{\lambda},$$

and

$$\beta > \frac{\lambda^2}{8K_q} \left[ \frac{K_{V_2}^2}{\alpha_0(q^*)} + \frac{\gamma}{\beta_0(q^*)} \right],$$

where $\gamma$ now satisfies

$$\gamma > \max \left\{ K_{V_1}, \frac{K_{V_1}}{\alpha_0(q^*)}, \frac{2K_{V_2}^2}{\beta_0(q^*) - \lambda \mu_2} \right\}, \quad (4.14)$$

then there exist constants $\rho, \sigma > 0$ such that for all $t > 0$

$$\|e(t)\|_{V_1}^2 + \|e_t(t)\|_{V_2}^2 + \|\overline{q}(t)\|_{Q}^2 + \|\overline{\theta}(t)\|_{Q}^2 + \rho \int_0^t \left\{ \|e(s)\|_{V_1}^2 + \|e_t(s)\|_{V_2}^2 + \|\overline{q}(s)\|_{Q}^2 + \|\overline{\theta}(s)\|_{Q}^2 \right\} ds \leq \xi,$$

where $\xi = \sigma \left\{ \|e(0)\|_{V_1}^2 + \|e_t(0)\|_{V_2}^2 + \|\overline{q}(0)\|_{Q}^2 + \|\overline{\theta}(0)\|_{Q}^2 \right\}.$

The proof of Lemma 4.2 readily follows from equation (4.13) and using arguments similar to the ones in the proof of Lemma 3.1. We now establish the convergence of the state error.

Theorem 4.3. Let $(q, z, f)$ be an admissible plant. If $\gamma$ satisfies the conditions in Lemma 4.2, then the energy functional $E$ given by (4.12) is non-increasing, and

$$\lim_{t \to \infty} \|e(t)\|_{V_1} = 0 \quad \text{and} \quad \lim_{t \to \infty} \|e_t(t)\|_{V_2} = 0.$$

Proof. The proof of Theorem 4.3 is similar to the one given for the time invariant case with the exception of minor modifications and is therefore omitted. \qed

Parameter convergence is again achieved by imposing the additional condition of persistence of excitation. If the plant $(q, z, f)$ is persistently excited (see Definition 3.3) then

$$\lim_{t \to \infty} |\overline{q}(t)|_{Q} = 0.$$

The proof of parameter convergence is similar to the previous case of time invariant parameters and is summarized in Appendix B of [3].

Remark 4.4. The above theorem shows convergence of the parameter estimate $\hat{q}(t)$ to the steady state value $q_{ss}$ of the unknown parameter $q$. Since

$$|\hat{r}(t)|_{Q}^2 = |(\hat{q}(t) - q_{ss}) - (q(t) - q_{ss})|_{Q}^2 = |\overline{q}(t) - \overline{\theta}(t)|_{Q}^2 \leq 2 |\overline{q}(t)|_{Q}^2 + 2 |\overline{\theta}(t)|_{Q}^2,$$

and since

$$\lim_{t \to \infty} |q(t) - q_{ss}|_{Q} = 0, \quad \text{by (4.10) and the assumption on } A_q,$$

then we have that

$$\lim_{t \to \infty} |\hat{q}(t) - q(t)|_{Q} = 0.$$
Further study is needed to see if the parameter estimate, \( \hat{q}(t) \), can converge to the parameter \( q(t) \) (in finite time) instead of its steady state value \( q_s \).

**Remark 4.5.** Using equations (4.4), (4.10) and (4.13) it can be seen that it is not \( A_\theta \) that is required to be known, but rather its coercivity bound \( \kappa_\theta \) that is used in (4.13).

**Remark 4.6.** A similar result can be established for the case of no damping and time varying parameters. Combination of results from the previous sections can give the conditions needed for the estimator of time varying systems with no damping.

## 5. Finite Dimensional Approximation

All the adaptive identification schemes presented in the previous sections are infinite dimensional and their application necessitates a finite dimensional approximation. We will outline a Galerkin approach in order to implement finite dimensional adaptive estimators and establish abstract convergence results. Even though the adaptive estimators require information on the full state, a rather unlikely scenario, the approximate estimators will be shown to adequately function with a finite dimensional information of the state of the system. This, in a way, can be viewed as an adaptive (finite dimensional) state and parameter estimator that uses a finite dimensional output of the system (this being a finite dimensional approximation of the system) to yield estimates of the state and the parameters of the actual infinite dimensional system.

For each \( n = 1, 2, \ldots \), let \( H^n \) be a finite dimensional subspace of \( H \) with \( H^n \subset V_1 \), \( n = 1, 2, \ldots \), and let \( Q^n \) be a finite dimensional subspace of \( Q \). We consider only the case of the non-symmetric bilinear form \( \sigma_2 \), the other two cases, the slowly time-varying systems and systems with no damping, being similar and therefore omitted. The Galerkin equations for \( \hat{z}^n \) and \( \hat{q}^n \) in \( H^n \) and \( Q^n \) corresponding to (2.9) and (2.10) are given by

\[
\begin{align*}
\langle \hat{z}_n^i(t), \varphi^n \rangle + \sigma_2(\hat{z}_n^i(t), \varphi^n) + \sigma_1(\hat{z}_n^i(t), \varphi^n) + \sigma_2(\hat{q}_n^i(t); z_i(t), \varphi^n) + \sigma_1(\hat{q}_n^i(t); z_i(t), \varphi^n) \\
&= b(\hat{q}_n^i(t); f(t), \varphi^n) + \sigma_2(z_i(t), \varphi^n) + \sigma_1(z_i(t), \varphi^n), \varphi^n \in H^n, t > 0, (5.1)
\end{align*}
\]

\[
\begin{align*}
\langle \hat{q}_n^i(t), p^n \rangle_Q + \sigma_2(p^n; z_i(t), z(t) - \hat{z}_n^i(t)) + \sigma_1(p^n; z(t), z(t) - \hat{z}_n^i(t)) \\
&- b(p^n; f(t), z(t) - \hat{z}_n^i(t)) + \gamma \sigma_2(p^n; z_i(t), z_i(t) - \hat{z}_n^i(t)) \\
&+ \gamma \sigma_1(p^n; z_i(t), z_i(t) - \hat{z}_n^i(t)) - \gamma b(p^n; f(t), z_i(t) - \hat{z}_n^i(t)) = 0, (5.2)
\end{align*}
\]

\[
\hat{z}_n^i(0) \in H^n, \quad \hat{z}_n^i(0) \in H^n, \quad \hat{q}_n^i(0) \in Q^n. (5.3)
\]

We make the following standard Galerkin approximation assumptions. First define the orthogonal projections \( P^n : H \to H^n \) of \( H \) onto \( H^n \) and \( P^n_Q : Q \to Q^n \) of \( Q \) onto \( Q^n \).

\( (H1) \) The finite dimensional subspaces \( H^n \) satisfy \( H^n \subset V_1 \).

\( (H2) \) The functions \( \hat{z}^n := P^n \hat{z} \) and \( \hat{q}^n := P^n_Q \hat{q} \) with \( \hat{z}^n \in L_2(0,T; H^n) \) and

\( \hat{q}^n := P^n_Q \hat{q} \in L_2(0,T; Q^n) \) are such that
(i) \( \hat{\zeta}^n \to \hat{\zeta} \) in \( C(0, T; V_1) \),
(ii) \( \frac{d}{dt} \hat{\zeta}^n \to \frac{d}{dt} \hat{\zeta} \) in \( C(0, T; H) \) and \( L_2(0, T; V_2) \),
(iii) \( \hat{\theta}^n \to \hat{\theta} \) in \( C(0, T; Q) \).

Using the above assumptions we prove the following convergence result.

**Theorem 5.1.** Assume that assumptions (H1) - (H2) hold, and \((q, z, f)\) satisfies Definition 2.1. Let \((\hat{q}, \hat{z})\) be the solution to the initial value problem \((2.9)\) - \((2.11)\), and for each \(n = 1, 2, \ldots\), let \((\hat{q}^n, \hat{z}^n)\) be the solution to the initial value problem \((5.1)\) - \((5.3)\) with

\[
\hat{z}^n(0) = \hat{\zeta}^n(0) = P^n \hat{z}(0), \quad \frac{d}{dt} \hat{z}^n(0) = \frac{d}{dt} \hat{\zeta}^n(0) = P^n \frac{d}{dt} \hat{z}(0),
\]

Then

(i) \( \hat{z}^n \to \hat{z} \) in \( C(0, T; V_1) \),
(ii) \( \frac{d}{dt} \hat{z}^n \to \frac{d}{dt} \hat{z} \) in \( C(0, T; H) \) and \( L_2(0, T; V_2) \), and
(iii) \( \hat{q}^n \to \hat{q} \) in \( C(0, T; Q) \).

**Proof.** Since the proof is rather lengthy and technical, it is summarized in Appendix C of [3]. Even though the scheme here is similar to the one presented in [15], Theorem 5.1 does not impose any assumptions on \( \frac{d}{dt} \hat{\zeta}^n \), and \( \frac{d}{dt} \hat{\theta}^n \). The proof can be given under relaxed conditions by following ideas in [11] (see also Chapter 5 of [10]).

The above finite dimensional estimator requires the state of the system, \(z\), which lies in the infinite dimensional space \(V_1\). Therefore, it will be more convenient to replace it in \((5.1)\) - \((5.3)\) by a finite dimensional approximation, \(z^n\). In order to present an approximation result that would use a finite dimensional approximation of the plant, we need to impose some conditions on the plant, as was similarly done for the symmetric case in [15].

(H3) There exists a constant \(s_1 > 0\) such that

\[
|\sigma_1(p \varphi \psi)| \leq s_1 |p|_Q \|\varphi\|_{V_1} \|\psi\|_{V_1}, \quad p \in Q, \quad \varphi, \psi \in V_1.
\]

(H4) There exists a constant \(s_2 > 0\) such that

\[
|\sigma_2(p \varphi \psi)| \leq s_2 |p|_Q \|\varphi\|_{V_2} \|\psi\|_{V_2}, \quad p \in Q, \quad \varphi, \psi \in V_2.
\]

(H5) There exists a constant \(b_1 > 0\) such that

\[
|b(p \varphi \psi)| \leq b_1 |p|_Q \|\varphi\|_{V_1} \|\psi\|_{V_1}, \quad p \in Q, \quad \varphi \in H, \quad \psi \in V_1.
\]

(H6) For the plant \((q, z, f)\) there exists \(z^n \in C^1(0, T; H^n)\) such that

(i) \( \hat{z}^n \to \hat{z} \) in \( C(0, T; V_1) \),
(ii) \( \hat{z}^n \to \hat{z} \) in \( C(0, T; V_1) \).

**Theorem 5.2.** Assume that \((q, z, f)\) is an admissible plant and that (H1) - (H6) are satisfied. Let \((\hat{q}, \hat{z})\) be the solution to \((2.9)\) - \((2.11)\), and for each \(n = 1, 2, \ldots\), let \((\hat{q}^n, \hat{z}^n)\) be the solution to \((5.1)\) - \((5.3)\) with \(z\) replaced by...
\[ z^n \text{ and } \hat{z} \text{ by } \hat{z}^n. \] Then

\[
(i) \quad \hat{z}^n \to \hat{z} \quad \text{in} \quad C(0,T; V_1), \\
(ii) \quad \frac{d}{dt} \hat{z}^n \to \frac{d}{dt} \hat{z} \quad \text{in} \quad C(0,T; H) \text{ and } L_2(0,T; V_2), \quad \text{and} \\
(iii) \quad \hat{q}^n \to \hat{q} \quad \text{in} \quad C(0,T; Q).
\]

**Proof.** The proof is also summarized in Appendix C of [3]. \qed

**Remark 5.3.** As it was observed in [15], if we choose \( P^n_{V_2} : V_2 \to H^n \) be the orthogonal projection of \( V_2 \) onto \( H^n \) with respect to the standard \( V_2 \) inner product and set

\[ z^n := P^n_{V_2} z, \]

then we see that

\[
\sigma_1(p; P^n_{V_2} z, \varphi) \equiv \sigma_1(p; z, \varphi) \quad \text{for} \quad \varphi \in H^n, \\
\sigma_2(p; P^n_{V_2} z, \varphi) \equiv \sigma_2(p; \hat{z}, \varphi) \quad \text{for} \quad \varphi \in H^n, \\
\Sigma_1(P^n_{V_2} z, \varphi) \equiv \Sigma_1(z, \varphi) \quad \text{for} \quad \varphi \in H^n, \quad \text{and} \\
\Sigma_2(P^n_{V_2} z, \varphi) \equiv \Sigma_2(\hat{z}, \varphi) \quad \text{for} \quad \varphi \in H^n.
\]

Indeed, the above make sense since \( z \in L_2(0,T; V_1) \) (and \( z \in L_2(0,T; V_2) \)), and \( \hat{z} \in L_2(0,T; V_2) \) were assumed as part of the existence of a weak solution to the plant (2.2), (2.3).

**Remark 5.4.** From the conclusion of Theorem 5.2 and Remark 5.3 above, we can see that if only a finite dimensional approximation \((z^n, \hat{z}^n)\) of the plant \((z, \hat{z})\) is available and used in (5.1) - (5.3), then this may be viewed as an adaptive state and parameter estimator that uses a part of the state \((z, \hat{z})\) with the output \( y(t) \in H^n \times H^n \) of the system having the specific form

\[
y(t) = C \left( \begin{array}{c} z(t) \\ \hat{z}(t) \end{array} \right) = \left( \begin{array}{c} P^n_{V_2} z(t) \\ P^n_{V_2} \hat{z}(t) \end{array} \right) = \left( \begin{array}{c} z^n(t) \\ \hat{z}^n(t) \end{array} \right) \in H^n \times H^n,
\]

where the output (or observation) operator \( C : V_2 \times V_2 \to H^n \times H^n \).

6. **Examples and Numerical Simulations**

As an example of a system with non-symmetric damping, we study the 2-D structural acoustic model with piezoelectric actuator presented in [4], which indeed motivated the efforts of this paper. This 2-D structural acoustic model investigated here represents a “linearized slice” of a full 3-D acoustic cavity/plate structure currently being used in experiments in the Acoustics Division at NASA Langley Research Center, see [10] for further details.

The equations of motion for the 2-D linearized structural acoustic model are given by

\[
\begin{align*}
\phi_{tt} &= \epsilon^2 \Delta \phi + d \Delta \phi_t, \quad (x,y) \in \Omega, \ t > 0, \\
\nabla \phi \cdot \hat{n} &= 0, \quad (x,y) \in \Gamma, \ t > 0, \\
\nabla \phi(t,x,0) \cdot \hat{n} &= w_i(t,x), \quad 0 < x < a, \ t > 0,
\end{align*}
\]

\[ ESIAM: \text{COCV, May 1998, Vol. 3, 133-162} \]
Figure 1. (a) Acoustic cavity with piezoceramic patches, (b) Piezoceramic patch excitation.

\[
\rho_i w_{tt} + \frac{\partial^2}{\partial x^2} \left( EI \frac{\partial^2 w}{\partial x^2} + c_D I \frac{\partial^2 w}{\partial x \partial t} \right) = -\rho_f \phi_t (t, x, 0) + f(t, x) + \frac{\partial^2}{\partial x^2} \left( K^B \chi_{[x_1, x_2]} u(t) \right), \quad 0 < x < a, t > 0,
\]

\[
w(t, 0) = \frac{\partial w}{\partial x}(t, 0) = w(t, a) = \frac{\partial w}{\partial x}(t, a) = 0, \quad t > 0,
\]

\[
\phi(0, x, y) = \phi_0(x, y), \quad w(0, x) = w_0(x),
\]

\[
\phi_t(0, x, y) = \phi_1(x, y), \quad w_t(0, x) = w_1(x),
\]

where \(\phi(t, x, y)\) denotes the cavity potential, \(\rho_f \phi_t(t, x, y)\) the cavity pressure with \(\rho_f\) being the equilibrium fluid density. The fluid constants \(c\) and \(d\) denote the speed of sound in the fluid and damping coefficient, respectively. The patch parameters \(u(t)\), \(\chi_{[x_1, x_2]}(x)\) and \(K^B\) denote the voltage applied to the patch, the characteristic function for the location of the patch and patch parameter, see [5, 9].

The beam transverse displacement is denoted by \(w(t, x)\) and the beam parameters \(\rho_i\), \(EI\) and \(c_D I\) represent the linear mass density, stiffness and damping, respectively. In this note the piezoceramic material parameter \(K^B\), as well as the beam parameters \(EI\) and \(c_D I\) are considered to be unknown and must be estimated adaptively (on-line).

The domain is given by \(\Omega = [0, a] \times [0, l]\) and the boundary is denoted by \(\Gamma\) (hard walls) and \(\Gamma_0\) (perturbable boundary–beam), see Figure 1.

In order to pose the problem in a variational form which is required for our approach to adaptive parameter estimation and approximation, (see [10]), the state is taken to be \(z = (\phi, w)\) in the state space \(H = L_2(\Omega) \times L_2(\Gamma_0)\).
with the energy inner product
\[
\left\langle \left( \begin{array}{c} \phi \\ w \end{array} \right), \left( \begin{array}{c} \xi \\ \eta \end{array} \right) \right\rangle_H = \int_{\Omega} \rho_f \phi \xi d\omega + \int_{\Gamma_0} \rho_i w \eta d\gamma.
\]

Here, \( L_2(\Omega) \) is the quotient space of \( L_2 \) over the constant functions. The quotient space is used because the potentials are determined only up to a constant, as shown in [10]. We also define the Hilbert space \( V_1 = H^1(\Omega) \times H^0_0(\Gamma_0) \) where \( H^1(\Omega) \) is the quotient space of \( H^1(\Omega) \) over the constant functions and \( H^0_0(\Gamma) = \{ \psi \in H^2(\Gamma) : \psi(x) = \psi'(x) = 0 \text{ at } x = 0, a \} \). The \( V_1 \) inner product is taken as
\[
\left\langle \left( \begin{array}{c} \phi \\ w \end{array} \right), \left( \begin{array}{c} \xi \\ \eta \end{array} \right) \right\rangle_{V_1} = \int_{\Omega} \nabla \phi \cdot \nabla \xi d\omega + \int_{\Gamma_0} D^2 w D^2 \eta d\gamma.
\]

In this case the parameter \( q \) is taken to be \( q = \{ EI(\cdot), c_D I(\cdot), K^B \} \). For \( q \in Q \), we define bilinear forms \( \sigma_i(q; \cdot, \cdot) : V_1 \times V_1 \to \mathbb{R}^1, i = 1, 2, \) on \( V \) by
\[
\sigma_1(q; \Phi, \Psi) = \int_{\Omega} \rho_f e^2 \nabla \phi \cdot \nabla \xi d\omega + \int_{\Gamma_0} E ID^2 w D^2 \eta d\gamma,
\]
\[
\sigma_2(q; \Phi, \Psi) = \int_{\Omega} \rho_f d \nabla \phi \cdot \nabla \xi d\omega + \int_{\Gamma_0} \left\{ c_D ID^2 w D^2 \eta + \rho_f (\phi \xi - w \xi) \right\} d\gamma,
\]
where \( \Phi = (\phi, w) \) and \( \Psi = (\xi, \eta) \) are in \( V_1 \). In addition, for each \( q \in Q \), we define the bilinear form \( b(q; \cdot, \cdot) : H \times V_1 \to \mathbb{R}^1 \) by
\[
b(q; \Theta, \Psi) = \int_{\Gamma_0} K^B \nu D^2 \eta d\gamma, \quad \Theta = (\mu, \nu) \in H, \ \Psi \in V_1.
\]

In the work reported here, we followed the approach in [5], [8], [9], using a Galerkin approximation scheme to approximate the beam/cavity system. This was achieved by discretizing the potential and beam displacement in terms of spectral and spline expansions, respectively.

Our scheme for the second order formulation approximating (2.2) was of dimension \( N \) where \( N = m + n - 1 \) with \( n - 1 \) modified cubic splines used for the beam approximation and \( m \) tensor products of Legendre polynomials used for the cavity approximation (see [5] for complete details). Using a standard Galerkin scheme, we choose a sequence of finite dimensional subspaces \( H^N \subset V_1 \) with projections \( P^N : H^N \to H \).

To illustrate the approximation technique mentioned above let \( \{ B_i^{[n]} \}^{m-1}_{i=1} \) denote the 1-D basis functions which are used to discretize the beam and let \( \{ B_i^{[m]} \}^{m-1}_{i=1} \), \( m = (m_x + 1) \cdot (m_y + 1) - 1 \), denote the 2-D basis functions which are used in the cavity. The \( n - 1 \) and \( m \) dimensional approximating subspaces are then taken to be \( H^N = \text{span} \{ B_i^{[n]} \}^{m-1}_{i=1} \) and \( H^m = \{ B_i^{[m]} \}^{m-1}_{i=1} \), respectively. Using the definition of \( N \) above, the approximating state space is \( H^N = H^m \times H^N \). The restriction of the infinite dimensional system to the space \( H^N \) yields for \( \Psi = (\xi, \lambda) \) the following
\[
\left\langle z_i^{N}(t), \Psi \right\rangle_X + \sigma_2(q; z_i^{N}(t), \Psi) + \sigma_1(q; z_i^{N}(t), \Psi) = \int_{\Gamma_0} K^B \chi_{[\xi_1, \xi_2]}(x) u(t) D^2 \lambda d\gamma.
\]
When $\Psi$ is chosen in $H^N$ and the approximate beam and cavity solutions are taken to be
\[ w^N(t, x) = \sum_{i=1}^{n-1} w^N_i(t) B^m_i(x) \quad \text{and} \quad \phi^N(t, x, y) = \sum_{i=1}^{m} \phi^N_i(t) B^m_i(x, y) \]
respectively, this yields the system
\[ M^N_2 \ddot{z}^N(t) + A^N_2(q) \dot{z}^N(t) + A^N_1(q) z^N(t) = B^N(q) u(t) + F^N(t), \]
\[ M^N_1 \dot{z}^N(0) = g^N_1, \quad M^N_2 \dot{z}^N(0) = g^N_2. \]
Here
\[ z^N(t) = [\phi^N_1(t) \phi^N_2(t) \ldots \phi^N_m(t) w^N_1(t) w^N_2(t) \ldots w^N_{n-1}(t)]^T, \]
with $z^N_i(t)$ defined analogously, denote the $N \times 1 = (m + n - 1) \times 1$ approximate state vector coefficients. The structure of the approximate system's matrices are given in detail in [3] (see also [5]).

For our computational tests, we chose physical parameters based on our experimental efforts. The parameter choices $a = 0.6\, m$, $l = 1\, m$, $\rho_l = 1.21\, kg/m^3$, $c^2 = 117649\, m^2/sec^2$, $\rho_b = 1.35\, kg/m$, $x_1 = 0.20$ and $x_2 = 0.40$ are reasonable for a .6 m by 1 m cavity in which the bounding end beam has a centered piezoceramic patch covering 1/3 of the beam. The beam is assumed to have width and thickness .1 m and 0.005 m, respectively.

For a simple set of runs, we used 4 cavity basis functions ($m_x = m_y = 4$) and 7 beam basis functions. Therefore $m = 24$ and $n = 8$ thus giving $N = 31$. The dimension of the overall system (both plant and state estimator) is $4N$.

It is worth mentioning that due to the structure of the bilinear form $\sigma_2$, the adaptive estimator utilized in the numerical studies below, was constructed via the method described by (S1) in Remark 2.2 with $\rho^*_f = 0$ and a nonzero $c_D I^*$.

### 6.1. Constant parameters

As a first test of our scheme, we attempt to identify all three parameters, \{EI(\cdot), c_D I(\cdot), K^B(\cdot)\}, which are assumed to be constant in time and space. In this case the actual parameters to be identified adaptively are
\[ EI = 73.96\, N\, m^2, \quad c_D I = 0.001\, kg\, m^3/sec, \quad K^B = 0.0067\, N/\, m^2 V, \]
and the tuning parameters
\[ EI^*(x) = 80\, N\, m^2, \quad c_D I^*(x) = 0.1\, kg\, m^3/sec, \quad 0 \leq x \leq 0.6\, m, \quad \gamma = 500. \]
Due to the structure of the damping form $\sigma_2$, we used the scheme (S1) in Remark 2.2 with $\rho^*_f = 0$ in the selection of the tuning parameters.

The $Q$-inner product is taken to be the weighted Euclidean product on $\mathbb{R}^3$ given by
\[ \langle q, p \rangle_Q = \frac{1}{\alpha_1} q_1 \cdot p_1 + \frac{1}{\alpha_2} q_2 \cdot p_2 + \frac{1}{\alpha_3} q_3 \cdot p_3, \]
$q = (q_1, q_2, q_3), p = (p_1, p_2, p_3) \in Q$, where the weights $\alpha_i, i = 1, 2, 3$ are given by
\[ \alpha_1 = 2000, \quad \alpha_2 = 0.02, \quad \alpha_3 = 5. \]
The initial conditions for the plant state and the state estimator are taken to be zero and the initial guesses for the three parameters are

$$\hat{EI}(0) = 55 Nm^2, \quad c_D I(0) = 0.0005 kgm^3/sec, \quad \hat{K}^B(0) = 0.0090 N/m^2V.$$ 

In Figure 2(a)-(c), we see both the actual (dashed) and the estimated (solid) values of the three parameters. All three parameters converge after three seconds to within 2% of the actual value. The overshoot appearing in the estimate of $c_D I(t)$ can be reduced by tuning the parameters $EI(x), c_D I(x)$ and the gains $\gamma$ and $\alpha_i, i = 1, 2, 3$. The high frequency oscillations observed in the first two seconds of the time history of $\hat{K}^B(t)$ was also observed in a similar study by Rosen and Demetriou in [24] for the adaptive identification of a flexible cantilevered Euler-Bernoulli beam.

6.2. Functional parameters

Continuing with our test, we now assume that $EI(\cdot)$ and $c_D I(\cdot)$ are spatially dependent and that $\hat{K}^B$ is a constant. The actual values are taken to be

$$EI(x) = \begin{cases} 
73.96 Nm^2 & \text{if } x \in [0.0, 0.2) \\
125.4 Nm^2 & \text{if } x \in [0.2, 0.4), \\
73.96 Nm^2 & \text{if } x \in (0.4, 0.6] 
\end{cases}$$

$$c_D I(x) = \begin{cases} 
0.00100 kgm^3/sec & \text{if } x \in [0.0, 0.2) \\
0.00125 kgm^3/sec & \text{if } x \in [0.2, 0.4), \\
0.00100 kgm^3/sec & \text{if } x \in (0.4, 0.6] 
\end{cases}$$

and $\hat{K}^B = 0.0067 N/m^2V$. The tuning parameters are

$$EI^*(x) = \begin{cases} 
80.00 Nm^2 & \text{if } x \in [0.0, 0.2) \\
135.0 Nm^2 & \text{if } x \in [0.2, 0.4), \\
80.00 Nm^2 & \text{if } x \in (0.4, 0.6] 
\end{cases}$$

$$c_D I^*(x) = \begin{cases} 
0.01 kgm^3/sec & \text{if } x \in [0.0, 0.2) \\
0.01 kgm^3/sec & \text{if } x \in [0.2, 0.4), \\
0.01 kgm^3/sec & \text{if } x \in (0.4, 0.6] 
\end{cases}$$

and $\gamma = 500$, while the initial estimates are

$$\hat{EI}(x, 0) = \begin{cases} 
66.00 Nm^2 & \text{if } x \in [0.0, 0.2) \\
110.0 Nm^2 & \text{if } x \in [0.2, 0.4), \\
66.00 Nm^2 & \text{if } x \in (0.4, 0.6] 
\end{cases}$$

$$\hat{c_D I}(x, 0) = \begin{cases} 
0.0009 kgm^3/sec & \text{if } x \in [0.0, 0.2) \\
0.0011 kgm^3/sec & \text{if } x \in [0.2, 0.4), \\
0.0009 kgm^3/sec & \text{if } x \in (0.4, 0.6] 
\end{cases}$$
and $\hat{K}^B(0) = 0.0075 N/m^2V$. For this case, the $Q$-inner product is taken to be

$$
\langle q(x), p(x) \rangle_Q = \int_0^{0.6} \left( \frac{q_{11}p_{11}}{\alpha_{11}} \chi_{[0.0,0.2]}(x) + \frac{q_{12}p_{12}}{\alpha_{12}} \chi_{[0.2,0.4]}(x) + \frac{q_{13}p_{13}}{\alpha_{13}} \chi_{[0.4,0.6]}(x) + \frac{q_{21}p_{21}}{\alpha_{21}} \chi_{[0.0,0.2]}(x) + \frac{q_{22}p_{22}}{\alpha_{22}} \chi_{[0.2,0.4]}(x) + \frac{q_{23}p_{23}}{\alpha_{23}} \chi_{[0.4,0.6]}(x) \right) dx + \frac{q_{3}p_{3}}{\alpha_{3}},
$$

with the weights given by

$$
\alpha_{11} = \alpha_{12} = \alpha_{13} = 3500, \quad \alpha_{21} = \alpha_{22} = \alpha_{23} = 0.2, \quad \alpha_3 = 0.5.
$$

Figure 3(a)-(c) shows the actual (solid) value for $EI(\cdot)$, $c_D I(\cdot)$, and $K^B$, the time history for $\hat{K}^B(t)$ and the time estimates at 0 (dashed) and at 2.5 sec (dotted) for $\hat{E}I(x,t)$ and $\hat{c}_D I(x,t)$. The functional parameters converge to the true values after about 2.5 seconds within a 2% of the actual values. It should be noted that the stiffness functional parameter $\hat{E}I(x,t)$ (Figure 3(a)) converges to the actual parameter $EI(x)$ to within a 0.1% in less that 2.5 seconds which explains why the two graphs are indistinguishable. Finally, the piezoelectric parameter $\hat{K}^B(t)$ converges within a 5% of the actual value in 3 sec. Once again, the high frequency oscillations observed above, are also present in the time estimate of $K^B$.

6.3. Slowly time varying parameters

In this example, we attempt to identify the two time varying parameters

$$
\frac{d}{dt} EI(t) = -\frac{1}{4} EI(t) + 20, \quad \frac{d}{dt} c_D I(t) = -\frac{1}{4} c_D I(t) + 0.000275
$$

where $EI_{ss} = 80 Nm^2$, $EI(0) = 73.96 Nm^2$, $\hat{E}I(0) = 68.00 Nm^2$, and $c_D I_{ss} = 11.0 \times 10^{-4} kgm^3/sec$, $c_D I(0) = 10.0 \times 10^{-4} kgm^3/sec$, $\hat{c}_D I(0) = 11.5 \times 10^{-4} kgm^3/sec$. The parameter $K^B = 0.0067 N/m^2V$ is assumed to be known. In this case the tuning parameters and adaptive gains are

$$
EI^* = 80 Nm^2, \quad c_D I^* = 0.01 kgm^3/sec, \quad \gamma = \alpha_1 = 1000, \quad \alpha_2 = 0.0003.
$$

Figure 4 shows the time estimates of $EI(t)$ and $c_D I(t)$. The time estimate $\hat{E}I(t)$ of the time varying stiffness parameter converges to the actual value within 1 sec whereas the time estimate $\hat{c}_D I(t)$ of the damping parameter converges much later at around 5 sec to within a 2% of the actual time varying $c_D I(t)$.

6.4. Systems with no damping

The absence of damping allowed the use of the adaptive scheme (2.19), (2.20) with $\sigma_2 = \sigma_1$. For this case the parameter $c_D I(x) \equiv 0$ for $0 \leq x \leq L$, and $K^B = 0.0067 N/m^2V$ is assumed to be known. The parameter to be estimated is $EI = 73.96 Nm^2$ and the initial guess is $\hat{E}I(0) = 68 Nm^2$. The tuning parameters and gains (using the scheme given by (2.19), (2.20)) are

$$
EI^* = 80 Nm^2, \quad c_D I^* = 0.01 kgm^3/sec, \quad \gamma = \alpha_1 = 1000.
$$
Figure 2. Actual and estimated parameters; constant (a)-(c) (example 6.1).
Figure 3. Actual and estimated parameters; functional (a)-(c) (example 6.2).
The time estimate of $EI$ converges to a 0.5% of the actual value in 1/2 sec as seen in Figure 5. Even when the system has no damping at all, the estimator can still estimate the parameter.
Figure 5. Actual and estimated values of EI - no damping.

7. Conclusions

In this paper, we have extended and modified previous adaptive estimation schemes for hyperbolic systems that have non-symmetric, or even absent, damping bilinear form. In addition, a modification was added for systems that had slowly time varying parameters which converge to their steady state values asymptotically (or exponentially) in time. Of course, for all modifications, the adaptive estimator can identify both constant (in space) and functional parameters. The estimation of parameters in the input operator, bounded or unbounded, was also incorporated to the above modifications.

The proposed estimator, like the one given in [15], is infinite dimensional and therefore cannot be implemented. An approximation scheme was presented, which was similar to the one in [15]. Since the estimator required full plant data, a modification to the finite dimensional scheme was added to include a finite dimensional approximation to the plant data. This in a way can be viewed as an adaptive state and parameter estimator that uses input and output (through the finite dimensional approximation assumptions on the plant) information only.

A possible extension and further study to the above is the incorporation of an adaptive observer which adaptively estimates both the parameters and the state using only input and output data through a more general output operator. A possible point of reference would be the work of Lilly in [19], wherein the system is divided in two subsystems, a finite dimensional dominant system and a stable infinite dimensional residual system. Further yet, another direction towards adaptive observers would be the one used...
in [13] for a special class of infinite dimensional systems. In addition, the effect of noisy data can be taken into account by introducing robust adaptive schemes, as this was studied for the parabolic case in [17]. Further extension is the improvement of the numerical algorithms so that for fast systems the adaptive estimator can be applicable in real time. One such extension might be the incorporation of a hybrid adaptive parameter estimator in which the parameters are updated not in a single time unit but every several time units.
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