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Abstract. In this paper we consider the problem of optimal control of the model for a rotating body beam, which describes the dynamics of motion of a beam attached perpendicularly to the center of a rigid cylinder and rotating with the cylinder. The control is applied on the cylinder via a torque to suppress the vibrations of the beam. We prove that there exists at least one optimal control and derive a necessary condition for the control. Furthermore, on the basis of iteration method, we propose numerical approximation scheme to calculate the optimal control and give numeric examples.
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1. Introduction

The purpose of this paper is to study the optimal control of the model for a rotating body beam (see, e.g. [2,3,6,15])

\begin{align}
  u_{tt}(x,t) + u_{xxxx}(x,t) &= \omega^2(t)u(x,t) & \text{in } (0,1) \times (0,T), \\
  \frac{d}{dt} \left[ \omega(t) \left( 1 + \int_0^1 u^2(x,t)dx \right) \right] &= \gamma(t) & \text{in } (0,T), \\
  u(0,t) = u_x(0,t) = u_{xx}(1,t) = u_{xxx}(1,t) &= 0 & \text{in } (0,T), \\
  u(x,0) = u_t(x,0) = u^0(x), u_t(x,0) &= u^1(x), \omega(0) = \omega^0 & \text{in } (0,1).
\end{align}

In (1.1–1.4), the subscripts denote the derivatives with respect to the time variable \( t \) or the space variable \( x \), \( \omega(t) = \dot{\theta}(t) \) is the angular velocity of the cylinder at time \( t \), \( u(x,t) \) is the beam’s displacement in the rotating plane at time \( t \) and point \( x \) and \( \gamma(t) \) is the torque control variable applied to the cylinder at time \( t \). This model describes the dynamics of motion of a beam attached perpendicularly to the center of a rigid cylinder and rotating with the cylinder (see Fig. 1.1). As explained in [2,4], it has applications in aerospace engineering. Indeed, we can imagine Figure 1.1 a satellite, the beam being its antenna.

As the cylinder rotates, the beam deviates from its equilibrium and becomes unstable. So control mechanisms are needed to stabilize it. Indeed, extensive attention has been paid to the problem of stabilization for (1.1–1.4). Applying the Lyapunov analysis and backstepping method, feedback torque control laws were proposed (see,
e.g. [5, 6, 9, 15]) to globally asymptotically stabilize the equilibrium point \((0, \bar{\omega})\) provided

\[
\bar{\omega} \in (-\omega_c, \omega_c),
\]

where \(\omega_c\) is an explicit critical angular velocity (see, e.g. [6, 15]). It was also proved in [15] that there is no stabilizing control law if \(|\omega| \geq \omega_c\). This is physically reasonable because if the cylinder spins too fast the beam shall be out of control and can not be stabilized by feedback control laws. In the above problem of stabilization, it was required that the stabilizing control laws drive the beam eventually to its equilibrium, that is, \(\lim_{t \to \infty} u(t, x) = 0\). Such a requirement is quite strict. So we relax it and we just require controls to drive the beam to approach its equilibrium as closely as possible. Therefore, we consider the problem of optimal control with the cost function defined by

\[
J(\gamma) = \int_0^T \int_0^1 [u^2(x, t, \gamma) + (\omega(t, \gamma) - \bar{\omega})^2]dx dt + \int_0^T \gamma^2(t)dt.
\]

(1.6)

In this case, the angular velocity \(\bar{\omega}\) can be an arbitrary number. We might want to consider a cost function over an infinite time interval

\[
J_\infty(\gamma) = \int_0^\infty \int_0^1 [u^2(x, t, \gamma) + (\omega(t, \gamma) - \bar{\omega})^2]dx dt + \int_0^\infty \gamma^2(t)dt.
\]

(1.7)

This cost function does make more sense than \(J(\gamma)\) as the beam is needed to be controlled over a long time, not a short time, in reality. However \(J_\infty(\gamma)\) is difficult to be handled as it is not clear whether \(J_\infty(\gamma)\) is proper, that is, \(J_\infty(\gamma) < \infty\) for some \(\gamma\).

Concerning the optimal control for large space structures, important results have been established (see, e.g. [4, 7]). Indeed, Biswas and Ahmed [4] addressed the model for a spacecraft consisting of a rigid bus and a flexible beam and developed necessary conditions for determining the control torque and forces for optimal regulation of attitude maneuvers of the spacecraft along with simultaneous suppression of elastic vibrations of the flexible beam.

Let \(\Gamma\) be a closed and convex subset of \(L^2(0, T)\) (for the notation appearing in the introduction, see the next section). The optimal control problem of (1.1–1.4) is to minimize \(J(\gamma)\)

\[
\inf_{\gamma \in \Gamma} J(\gamma).
\]

(1.8)
This means that we want to find a torque control $\gamma$ of the least cost to drive the system to approach the equilibrium point $(0, \omega)$ as closely as possible. Any element $\gamma_0$ such that

$$J(\gamma_0) = \inf_{\gamma \in \Gamma} J(\gamma)$$

(1.9)

is called a solution of problem (1.8). The element $\gamma_0$ is termed an optimal control, the corresponding state $(u(\gamma_0), \omega(\gamma_0))$ termed an optimal state and the pair $(\gamma_0, u(\gamma_0), \omega(\gamma_0))$ termed an optimal pair. We call the subset $\Gamma$ a set of admissible controls.

We are also interested in an optimal obstacle problem. We can imagine that any controls are subject to certain circumstances such as physical locations and available resources, which obstruct us to implement the controls arbitrarily. For instance, when we use a unidirectional jet to implement the torque control, the control would be subject to certain constraint of a limited range, e.g. $\gamma \geq 0$. So we introduce the following obstacle problem. For any $\vartheta \in L^2(0, T)$, we denote

$$\Gamma(\vartheta) = \{ \gamma \in L^2(0, T) : \gamma \geq \vartheta \text{ a.e. on } (0, T) \}.$$ 

We call $\vartheta$ an obstacle. If $\vartheta \equiv 0$, this means that the torque control is implemented by a unidirectional jet. We can imagine that different jets would produce different obstacles $\vartheta$. The problem of optimal obstacle is to find a $\vartheta_0$ (corresponding to an optimal jet) such that

$$\inf_{\gamma \in \Gamma(\vartheta_0)} J(\gamma) \leq \inf_{\gamma \in \Gamma(\vartheta)} J(\gamma) \quad \forall \vartheta \in L^2(0, T).$$

(1.10)

If we define the cost function $F(\vartheta)$ by

$$F(\vartheta) = \inf_{\gamma \in \Gamma(\vartheta)} J(\gamma),$$

(1.11)

then optimal obstacle problem (1.10) becomes the following minimization problem

$$\inf_{\vartheta \in L^2(0, T)} F(\vartheta).$$

(1.12)

We note that the obstacle $\vartheta$ is not taken into account in (1.12), that is, while we try to minimize the pair $(u, \omega, \gamma)$, the obstacle $\vartheta$ may be large. To ensure that the obstacle is not too large, we introduce the following cost function $G(\vartheta)$

$$G(\vartheta) = F(\vartheta) + \int_0^T \vartheta^2(t) dt$$

(1.13)

and minimize it:

$$\inf_{\vartheta \in L^2(0, T)} G(\vartheta).$$

(1.14)

To further minimize the corresponding state $(u(\vartheta), \omega(\vartheta))$, we can consider the cost function

$$H(\vartheta) = F(\vartheta) + J(\vartheta)$$

(1.15)

and the minimization problem

$$\inf_{\vartheta \in L^2(0, T)} H(\vartheta).$$

(1.16)
Applying the theory of semigroups, we prove that problem (1.1–1.4) is well posed in Section 2. We then solve optimal control problems (1.8, 1.12, 1.14) and (1.16) by employing the theory of optimization in Section 3. On the basis of the iteration method, we propose a numerical approximation scheme to calculate the optimal control in Section 4.

2. Global strong solutions

We now introduce notation used throughout the paper. For $-\infty < a < b < \infty$, we denote by $H^s(a,b)$ the usual Sobolev space (see [1,11]) for any $s \in \mathbb{R}$. For $s \geq 0$, $H^s_0(a,b)$ denotes the completion of $C^\infty_0(a,b)$ in $H^s(a,b)$, where $C^\infty_0(a,b)$ denotes the space of all infinitely differentiable functions on $(a,b)$ with compact support in $(a,b)$. Set

$$
H^2_{0^-}(0,1) = \{ \varphi \in H^2(0,1) : \varphi(0) = \varphi(0) = 0 \},
$$

$$
H^2_{0^+}(0,1) = \{ \varphi \in H^4(0,1) : \varphi(0) = \varphi_x(0) = \varphi_{xx}(1) = \varphi_{xxx}(1) = 0 \},
$$

$$
H^2_{0^0}(0,1) = H^2_{0^-}(0,1) \times L^2(0,1).
$$

We use the following $H^2$ norm of $H^2_{0^-}(0,1)$

$$
\| \varphi \|_{H^2} = \left( \int_0^1 \varphi_{xx}^2 \, dx \right)^{1/2}, \quad \varphi \in H^2_{0^-}(0,1),
$$

which are equivalent to the usual one. The norm on $L^2(0,1)$ is denoted by $\| \cdot \|$. Let $X$ be a Banach space. We denote by $C^n([0,T]; X)$ the space of $n$ times continuously differentiable functions defined on $[0,T]$ with values in $X$, and write $C([0,T]; X)$ for $C^0([0,T]; X)$.

Applying the theory of semigroups, we prove that problem (1.1–1.4) is well posed. For the definitions of mild and strong solutions below, we refer to [12] (p. 106), Definition 2.3 (p. 109), Definition 2.8. The following theorem is a slight extension of Lemma 1 of [15] and its proof is similar.

**Theorem 2.1.** (i) For the initial condition $(u^0, u^1, \omega^0) \in \mathcal{H} \times \mathbb{R}$, control $\gamma \in L^1(0,T)$ and any $T > 0$, problem (1.1–1.4) has a unique mild solution satisfying

$$
u = u(x,t, \gamma) \in C([0,T]; H^2_{0^-}((0,1)) \cap C^1([0,T]; L^2(0,1)), \quad \omega = \omega(x,t, \gamma) \in C([0,T]; \mathbb{R}).
$$

Moreover, for two solutions $(u_1, \omega_1)$ and $(u_2, \omega_2)$ of (1.1–1.4) corresponding to $(u^0, u^1, \omega^0) \in \mathcal{H} \times \mathbb{R}$, $\gamma_1 \in L^1(0,T)$ and $(u^0_2, u^1_2, \omega^0_2) \in \mathcal{H} \times \mathbb{R}$, $\gamma_2 \in L^1(0,T)$, respectively, there exists a positive constant $C = C(\|u^0\|, |\omega^0|, \|\gamma_1\|_{L^1(0,T)}, \|u^0_1\|, |\omega^0_1|, \|\gamma_2\|_{L^1(0,T)}, T)$, continuously depending on its arguments, such that for $0 \leq t \leq T$

$$
\|u_{1xx}(t) - u_{2xx}(t)\| + \|u_{1x}(t) - u_{2x}(t)\| + |\omega_1(t) - \omega_2(t)| 
\leq C(\|u^0_{1xx} - u^0_{2xx}\| + \|u^0_1 - u^0_2\| + |\omega^0_1 - \omega^0_2| + \|\gamma_1 - \gamma_2\|_{L^1(0,T)}).
$$

(ii) For the initial condition $(u^0, u^1, \omega^0) \in H^4_0(0,1) \times H^2_{0^-}(0,1) \times \mathbb{R}$ and $\gamma \in C[0,T]$, problem (1.1–1.4) has a unique strong solution satisfying

$$
u \in L^1((0,T); H^2_{0^-}((0,1))) \cap C([0,T]; H^2_{0^-}((0,1))), \quad \omega \in C([0,T]; \mathbb{R}).$$
Proof. (i) Integrating (1.2) from 0 to $t$, we obtain
\[
\omega(t) = \frac{\int_0^t \gamma(s) ds + a_0}{1 + \|u(t)\|^2},
\]
(2.12)
where
\[
a_0 = \omega^0 \left( 1 + \|u^0\|^2 \right).
\]
(2.13)
Substituting $\omega$ into (1.1), we obtain
\[
u_{tt}(x,t) + u_{xxxx}(x,t) = \left( \int_0^t \gamma(s) ds + a_0 \right)^2 \varphi(x)
\]
\[
\left( 1 + \|u(t)\|^2 \right)^2
\]
in $(0,1) \times (0,T)$,
(2.14)
u(0,t) = u_1(0,t) = u_{xx}(1,t) = u_{xxxx}(1,t) = 0
(0,T),
(2.15)u(x,0) = u^0(x), \quad u_t(x,0) = u^1(x)
in $(0,1)$.
(2.16)

Set
\[
f(t, \varphi, \gamma, a_0) = \left( \int_0^t \gamma(s) ds + a_0 \right)^2 \varphi(x)
\]
\[
\left( 1 + \|\varphi\|^2 \right)^2
\]
(2.17)
One can readily verify that, for any fixed $\gamma \in L^1(0,T)$ and $a_0$, $f : [0,T] \times L^2(0,1) \rightarrow L^2(0,1)$ is continuous in $t$ on $[0,T]$ and uniformly Lipschitz continuous on $L^2(0,1)$. Moreover, it is well known that the operator $A$ defined by
\[
A(\varphi, \psi) = (\psi, -\varphi_{xxxx})
\]
(2.18)
with domain $D(A) = H^4_0(0,1) \times H^2_0(0,1)$ generates a $C_0$ semigroup $S(t)$ on $H^2_0(0,1) \times L^2(0,1)$. Therefore, by the classical theory of semigroups (see, e.g. [12], p. 184, Th. 1.2), problem (2.14–2.16) has a unique mild solution with
\[
u \in C([0,T]; H^2_0((0,1)) \cap C^1([0,T]; L^2(0,1)).
\]
(2.19)
Since
\[
\omega(t) = \frac{\int_0^t \gamma(s) ds + a_0}{1 + \|u(t)\|^2},
\]
(2.20)
problem (1.1–1.4) has a unique mild solution satisfying (2.5) and (2.6).

Let $(u_1, \omega_1)$ and $(u_2, \omega_2)$ be two solutions of (1.1–1.4) corresponding to $(u^0_1, u^1_1, \omega^0_1) \in \mathcal{H} \times \mathbb{R}$, $\gamma_1 \in L^1(0,T)$ and $(u^0_2, u^1_2, \omega^0_2) \in \mathcal{H} \times \mathbb{R}$, $\gamma_2 \in L^1(0,T)$, respectively. Set
\[
y = u_1 - u_2.
\]
Then we have
\[
y_{tt} + y_{xxxx} = f(t, u_1(x,t), \gamma_1, a_1) - f(t, u_2(x,t), \gamma_2, a_2),
\]
(2.21)
where

\[
a_1 = \omega_1^0 \left(1 + \|u_1^0\|^2\right), \quad (2.22)
\]
\[
a_2 = \omega_2^0 \left(1 + \|u_2^0\|^2\right). \quad (2.23)
\]

Multiplying (2.21) by \(y_t\) and integrating over (0, 1) by parts, we obtain

\[
\frac{d}{dt}(\|y_t(t)\|^2 + \|y_{xx}(t)\|^2) = 2 \int_0^1 [f(t, u_1(x, t), \gamma_1, a_1) - f(t, u_2(x, t), \gamma_2, a_2)]y_t(x, t)dx. \quad (2.24)
\]

In what follows, \(C = C(\|u_1^0\|, \|\omega_1^0\|, \|\gamma_1\|_{L^1(0,T)}, \|u_2^0\|, \|\omega_2^0\|, \|\gamma_2\|_{L^1(0,T)}, T)\) denotes a generic positive constant which continuously depends on its arguments and may vary from line to line. Since

\[
|f(t, u_1(x, t), \gamma_1, a_1) - f(t, u_2(x, t), \gamma_2, a_2)|
\]
\[
= \left| \left(\int_0^t \gamma_1(s)ds + a_1\right)^2 - \left(\int_0^t \gamma_2(s)ds + a_2\right)^2 \right|
\frac{1}{\left(1 + \|u_1(t)\|^2\right)^2}
\]
\[
\leq \frac{\left(\int_0^t \gamma_1(s)ds + a_1\right)^2 |u_1(x, t) - u_2(x, t)|}{\left(1 + \|u_1(t)\|^2\right)^2}
\]
\[
+ |u_2(x, t)|\left(\left(\int_0^t \gamma_1(s)ds + a_1\right)^2 - \left(\int_0^t \gamma_2(s)ds + a_2\right)^2 \right)
\frac{1}{\left(1 + \|u_2(t)\|^2\right)^2}
\]
\[
\leq C|y(x, t)| + |u_2(x, t)|\left[\left(1 + \|u_1(t)\|^2\right)\left(\int_0^t \gamma_1(s)ds + |a_1 - a_2|\right)
\]
\[
+ \left(\int_0^1 |u_1^2(x, t) - u_2^2(x, t)|dx\right)\left(\int_0^t \gamma_1(s)ds + |a_1 - a_2|\right)
\frac{1}{\left(1 + \|u_2(t)\|^2\right)^2}
\]
\[
\times \frac{\left(\int_0^t \gamma_1(s)ds + a_1\right)^2 + \left(1 + \|u_1(t)\|^2\right)\left(\int_0^t \gamma_2(s)ds + a_2\right)}{\left(1 + \|u_1(t)\|^2\right)^2}
\]
\[
\leq C|y(x, t)| + C\left[\left(1 + \|u_1(t)\|^2\right)\left(\int_0^t \gamma_1(s)ds + |a_1 - a_2|\right)
\]
\[
+ |u_1(t) - u_2(t)||u_1(t) + u_2(t)|||u_2(x, t)|
\]
\[
\times \left(\left(1 + \|u_2(t)\|^2\right)^2 + \left(1 + \|u_1(t)\|^2\right)^2 \right)
\frac{1}{\left(1 + \|u_2(t)\|^2\right)^2}
\]
\[
\leq C|y(x, t)| + \frac{C\left(\|y(t)\| + \int_0^t \gamma_1(s) - \gamma_2(s)|ds + |a_1 - a_2|\right)}{\left(1 + \|u_2(t)\|^2\right)^{1/2}}|u_2(x, t)|
\]
we deduce that
\[
\frac{d}{dt}(\|y(t)\|^2 + \|y_{xx}(t)\|^2) \leq 2 \int_0^1 |f(t, u_1(x, t), \gamma_1, a_1) - f(t, u_2(x, t), \gamma_2, a_2)||y_t(x, t)|dx \\
\leq C \left(\|y(t)\|^2 + \|y(t)\|^2 + \|\gamma_1 - \gamma_2\|^2_{L^1(0,T)} + |a_1 - a_2|^2\right) \\
\leq C \left(\|y(t)\|^2 + \|y_{xx}(t)\|^2 + \|\gamma_1 - \gamma_2\|^2_{L^1(0,T)} + |a_1 - a_2|^2\right).
\]
(2.26)

It therefore follows from Gronwall’s inequality (see, e.g. [14], p. 90) that for \(0 \leq t \leq T\)
\[
\|u_{1xx}(t) - u_{2xx}(t)\| + \|u_{1t}(t) - u_{2t}(t)\| \leq C(\|u_{1xx}^0 - u_{2xx}^0\| + \|u_{1t}^0 - u_{2t}^0\| + |\omega_1^0 - \omega_2^0| + \|\gamma_1 - \gamma_2\|_{L^1(0,T)}).
\]
(2.27)

Furthermore, since
\[
|\omega_1(t) - \omega_2(t)| = \left|\int_0^t \gamma_1(s)ds + a_1 \right| - \left|\int_0^t \gamma_2(s)ds + a_2 \right| \\
\leq C(\|u_{1t}(t) - u_{2t}(t)\| + \|u_{1xx} - u_{2xx}\|^2 + \|u_{1}^t - u_{2}^t\|^2 + |\omega_1^0 - \omega_2^0| + \|\gamma_1 - \gamma_2\|_{L^1(0,T)}),
\]
(2.28)
equation (2.7) follows from (2.27).

(ii) By Theorem 1.6 of [12] (p. 189), to prove that problem (1.1−1.4) has a unique strong solution for the initial condition \((u^0, u^1, \omega^0) \in H^4 \times H^2 \times (0,1) \times \mathbb{R} \) and \(\gamma \in C[0, T]\), it suffices to prove that, for any fixed \(\gamma \in C[0, T]\) and \(a_0, f : [0, T] \times L^2(0,1) \to L^2(0,1)\) is Lipschitz continuous in both variables \(t\) and \(\varphi\). This is true since
\[
\|f(t_1, \varphi_1, \gamma, a_0) - f(t_2, \varphi_2, \gamma, a_0)\| = \left\|\left(\int_{t_1}^{t_2} \gamma(s)ds + a_0 \right)^2 \varphi_1(x) - \left(\int_{t_1}^{t_2} \gamma(s)ds + a_0 \right)^2 \varphi_2(x) \right\| \\
\leq \left(\int_{t_1}^{t_2} |\gamma(s)|ds + |a_0| \right)^2 \left\|\varphi_1(x) \left(1 + \|\varphi_1\|^2 \right) - \varphi_2(x) \left(1 + \|\varphi_2\|^2 \right) \right\| \\
\leq C(|t_2 - t_1| + \|\varphi_1_1 - \varphi_2_2\|),
\]
(2.29)

where \(C = C(\|\gamma\|_{L^1(0,T)}; \|\gamma\|_{C[0,T];\|a_0\|})\) is a positive constant independent of \(\varphi_1\) and \(\varphi_2\).
Remark 2.1. Part (ii) of Theorem 2.1 will be used in the next section. When we prove a result, we will first assume that the initial data are smooth and then the equations have a strong solution so that computations are valid. We then apply a density argument in the case that the initial data are in $H$.

3. Optimal Control

This section is devoted to optimal control problem (1.8). The difficulty in dealing with the problem is that we cannot prove whether the cost function $J(\gamma)$ is convex. It appears quite possible that $J(\gamma)$ is not. Thus we have to show that $J(\gamma)$ is weakly lower semi-continuous and then use a minimizing sequence to show the existence of an optimal control.

Theorem 3.1. For the initial condition $(u^0, u^1, \omega^0) \in H$, problem (1.8) has at least one solution $\gamma^*$. Moreover, $\gamma^*$ can be characterized by

$$
\int_0^T (\gamma(s) - \gamma^*(s)) \left[ \gamma^*(s) + \int_s^T \int_0^1 p(x, t)u^*(x, t)dx \left( \int_s^T \gamma^*(\tau) d\tau + a_0 \right) \left( 1 + \|u^*(t)\|^2 \right) dt \right] ds 
$$

$$
+ \int_0^T (\gamma(s) - \gamma^*(s)) \int_s^T \int_0^1 p(x, t)u^*(x, t)dx \left( \int_s^T \gamma^*(\tau) d\tau + a_0 - \bar{\omega}(1 + \|u^*(t)\|^2) \right) \left( 1 + \|u^*(t)\|^2 \right) dt ds \geq 0
$$

for all $\gamma \in \Gamma$, where $u^*$ is a solution of (2.14–2.16) corresponding to $\gamma^*$, and $p$ is the solution of

$$
p_{tt}(x, t) + p_{xxxx}(x, t) = h(x, t, \gamma^*, u^*, a_0, p),
$$

$$
p(0, t) = p_x(0, t) = p_{xx}(1, t) = p_{xxx}(1, t) = 0,
$$

$$
p(x, T) = 0, \quad p_t(x, T) = 0,
$$

with

$$
h = h(x, t, \gamma, u^*, a_0, p)
$$

$$
= 2u^*(x, t) + \frac{p(x, t) \left( \int_s^T \gamma^*(s) ds + a_0 \right)^2}{\left( 1 + \|u^*(t)\|^2 \right)^2}
$$

$$
- \frac{4u^*(x, t) \left( \int_s^T \gamma^*(s) ds + a_0 \right)}{\left( 1 + \|u^*(t)\|^2 \right)^2} \left( \frac{\int_s^T \gamma^*(s) ds + a_0}{1 + \|u^*(t)\|^2} - \bar{\omega} \right)
$$

$$
- \frac{4u^*(x, t) \left( \int_s^T \gamma^*(s) ds + a_0 \right)^2}{\left( 1 + \|u^*(t)\|^2 \right)^3} \int_s^T p(x, t)u^*(x, t) dx.
$$

Furthermore, if $\Gamma = L^2(0, T)$, then $\gamma^*$ satisfies

$$
\gamma^*(s) + \int_s^T \int_0^1 p(x, t)u^*(x, t)dx \left( \int_s^T \gamma^*(\tau) d\tau + a_0 \right) \left( 1 + \|u^*(t)\|^2 \right) dt + \int_s^T \int_0^1 \gamma^*(\tau) d\tau + a_0 - \bar{\omega}(1 + \|u^*(t)\|^2) \left( 1 + \|u^*(t)\|^2 \right) dt = 0.
$$

Remark 3.1. Whether the solution of (1.8) is unique or not is an open problem. However, we guess that the solution is not unique since for $\omega^0 = 0$ (then $a_0 = 0$) and $\bar{\omega} = 0$ we have $J(-\gamma) = J(\gamma)$.
Remark 3.2. Equation (3.6) shows that the optimal control $\gamma^* \in C^1[0, T]$. This is a sort of regularity property of the optimal control.

To prove this theorem, we first prove that the cost function $J(\gamma)$ is Gâteaux-differentiable and calculate its differential.

Lemma 3.1. The cost function $J(\gamma)$ is Gâteaux-differentiable. Furthermore, the differential at $\gamma_0$ in the direction $\gamma$ is given by

$$
\langle J'(\gamma_0), \gamma \rangle = 2 \int_0^T \int_0^1 u_0(x, t) \eta(x, t; \gamma) dx dt + 2 \int_0^T \gamma_0(t) \gamma(t) dt 
+ 2 \int_0^T \frac{\int_0^t \gamma(s) ds}{1 + \|u_0(t)\|^2} \left( \int_0^t \gamma_0(s) ds + a_0 \right) \left( \frac{1 + \|u_0(t)\|^2}{1 + \|u_0(t)\|^2} - \tilde{\omega} \right) dt 
- 4 \int_0^T \frac{\int_0^t u_0(x, t) \eta(x, t; \gamma) dx \left( \int_0^t \gamma_0(s) ds + a_0 \right)}{\left(1 + \|u_0(t)\|^2\right)^2} \left( \frac{1 + \|u_0(t)\|^2}{1 + \|u_0(t)\|^2} - \tilde{\omega} \right) dt,
$$

(3.7)

where $u_0 = u_0(x, t)$ is the solution of (2.14–2.16) corresponding to $\gamma_0$, and $\eta = \eta(x, t; \gamma)$ is the solution of

$$
\begin{align*}
\eta_{tt}(x, t) + \eta_{xxxx}(x, t) &= g(x, t, \gamma_0, \gamma, a_0, \eta) \quad \text{in } (0, 1) \times (0, T), \\
\eta(0, t) = \eta(x, 0) &= \eta_{xx}(1, t) = \eta_{xxx}(1, t) = 0 \quad \text{in } (0, T), \\
\eta(x, 0) = 0 &= \eta_t(x, 0) = 0 \quad \text{in } (0, 1),
\end{align*}
$$

(3.8)–(3.10)

with

$$
g = g(x, t, \gamma_0, \gamma, a_0, \eta) = \frac{\eta(x, t) \left( \int_0^t \gamma_0(s) ds + a_0 \right)^2}{\left(1 + \|u_0(t)\|^2\right)^2} + \frac{2u_0(x, t) \left( \int_0^t \gamma_0(s) ds + a_0 \right) \int_0^t \gamma(s) ds}{\left(1 + \|u_0(t)\|^2\right)^2} 
- \frac{4u_0(x, t) \left( \int_0^t \gamma_0(s) ds + a_0 \right)^2 \int_0^t \eta u_0 dx}{\left(1 + \|u_0(t)\|^2\right)^3}.
$$

(3.11)

Proof. We may as well assume that the initial data and $\gamma$ are smooth since the general case can be handled by a density argument. For the smooth data, Theorem 2.1 ensures that the equations have a strong solution and then computations performed below are valid.

For $\lambda > 0$ and $\gamma, \gamma_0 \in C[0, T]$, let $u_\lambda$ and $u_0$ denote the solutions of (2.14–2.16) corresponding to $\gamma_0 + \lambda \gamma$ and $\gamma_0$, respectively, and set

$$
y_\lambda = \frac{u_\lambda - u_0}{\lambda},
$$

(3.12)

$$
\frac{y_\lambda}{\lambda} = y_\lambda - \eta.
$$

(3.13)
We are going to prove that \((z_\lambda, z_{\lambda t}) \to (0, 0)\) in \(C([0, T]; H^2(0, 1)) \times C([0, T]; L^2(0, 1))\) as \(\lambda \to 0^+\). It is clear that \(z_\lambda\) satisfies

\[
z_{tt}(x, t) + z_{xxxx}(x, t) = \frac{f(t, u_\lambda, \gamma_0 + \lambda \gamma, a_0) - f(t, u_0, \gamma_0, a_0)}{\lambda} - g \quad \text{in } (0, 1) \times (0, T), \tag{3.14}
\]

\[
z(0, t) = z_x(0, t) = z_{xx}(1, t) = z_{xxxx}(1, t) = 0 \quad \text{in } (0, T), \tag{3.15}
\]

\[
z(x, 0) = 0, \quad z_t(x, 0) = 0 \quad \text{in } (0, 1). \tag{3.16}
\]

To estimate \(z_\lambda\), we first estimate \(\frac{f(t, u_\lambda, \gamma_0 + \lambda \gamma, a_0) - f(t, u_0, \gamma_0, a_0)}{\lambda} - g\). Set

\[
I(\varphi) = 1 + \|\varphi\|^2. \tag{3.17}
\]

Then we have

\[
f(t, u_\lambda, \gamma_0 + \lambda \gamma, a_0) - f(t, u_0, \gamma_0, a_0)
\]

\[
= \left( \frac{\int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0}{I^2(u_\lambda(t))} \right)^2 u_\lambda - \left( \frac{\int_0^t \gamma_0(s) ds + a_0}{I^2(u_0(t))} \right)^2 u_0
\]

\[
= \frac{\left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right)^2}{I^2(u_\lambda(t))} u_\lambda
\]

\[
+ \frac{\left( \int_0^t \gamma_0(s) ds + a_0 \right)^2}{I^2(u_\lambda(t))} u_0
\]

\[
= \lambda y_\lambda \left( \frac{\int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0}{I^2(u_\lambda(t))} \right)^2
\]

\[
+ u_0 \left[ I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right) - I(u_\lambda(t)) \left( \int_0^t \gamma_0(s) ds + a_0 \right) \right]
\]

\[
\times \left[ \frac{I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s) ds + a_0 \right)}{I^2(u_\lambda(t))I^2(u_0(t))} \right]
\]

\[
= \lambda y_\lambda \left( \frac{\int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0}{I^2(u_\lambda(t))} \right)^2
\]

\[
+ \lambda u_0 I(u_0(t)) \int_0^t \gamma(s) ds
\]

\[
\times \left[ I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s) ds + a_0 \right) \right]
\]

\[
\times \left[ \frac{I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s) ds + a_0 \right)}{I^2(u_\lambda(t))I^2(u_0(t))} \right]
\]

\[
- \lambda u_0 \int_0^1 g_\lambda(u_0 + u_\lambda) dx \left( \int_0^t \gamma_0(s) ds + a_0 \right)
\]

\[
\times \left[ I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s) ds + a_0 \right) \right]
\]

\[
\times \left[ \frac{I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s) ds + a_0 \right)}{I^2(u_\lambda(t))I^2(u_0(t))} \right].
\]
Set

\[ I_1 = y_\lambda \left( \frac{\int_0^t (\gamma_0(s) + \lambda \gamma(s))ds + a_0}{P^2(u_\lambda(t))} \right)^2 - \eta \left( \frac{\int_0^t \gamma_0(s)ds + a_0}{P^2(u_0(t))} \right)^2, \]

\[ I_2 = u_0 I(u_0(t)) \int_0^t \gamma(s)ds \]

\[ \times \left[ \frac{I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s))ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s)ds + a_0 \right)}{P^2(u_\lambda(t))} \right] \]

\[ - \frac{2u_0 \left( \int_0^t \gamma_0(s)ds + a_0 \right) \int_0^t \gamma(s)ds}{P^2(u_0(t))}, \]  

\[ (3.19) \]

\[ I_3 = -u_0 \int_0^1 y_\lambda(u_0 + u_\lambda)dx \left( \int_0^t \gamma_0(s)ds + a_0 \right) \]

\[ \times \left[ \frac{I(u_0(t)) \left( \int_0^t (\gamma_0(s) + \lambda \gamma(s))ds + a_0 \right) + I(u_\lambda(t)) \left( \int_0^t \gamma_0(s)ds + a_0 \right)}{P^2(u_\lambda(t))} \right] \]

\[ + \frac{4u_0 \left( \int_0^t \gamma_0(s)ds + a_0 \right)^2 \int_0^1 \eta u_0 dx}{P^3(u_0(t))}. \]

It then follows from (3.18) that

\[ \frac{f(t, u_\lambda, \gamma_0 + \lambda \gamma, a_0) - f(t, u_0, \gamma_0, a_0)}{\lambda} - g = I_1 + I_2 + I_3. \]  

(3.20)

We now want to estimate \( I_1, I_2 \) and \( I_3 \). Firstly, by (2.7), we obtain

\[ \|u_\lambda(t) - u_0(t)\| \leq \lambda C \|\gamma - \gamma_0\|_{L^1(0,T)} \]  

(3.21) and

\[ \|y_\lambda(t)\| \leq C \|\gamma - \gamma_0\|_{L^1(0,T)}. \]  

(3.22)

For \( I_1 \), we have

\[ I_1 = y_\lambda \left[ \left( \frac{\int_0^t (\gamma_0(s) + \lambda \gamma(s))ds + a_0}{P^2(u_\lambda(t))} \right)^2 - \left( \frac{\int_0^t \gamma_0(s)ds + a_0}{P^2(u_0(t))} \right)^2 \right] + \frac{z_\lambda \left( \int_0^t \gamma_0(s)ds + a_0 \right)^2}{P^2(u_0(t))}, \]

(3.23)

and then

\[ \|I_1(t)\| \leq C_1(\lambda)\|y_\lambda(t)\| + C_2\|z_\lambda(t)\|, \]  

(3.24)
By (3.21), we deduce
\[
\lim_{\lambda \to 0} C_1(\lambda) = 0. \tag{3.27}
\]

For $J_2$, it follows from (3.21) that
\[
\lim_{\lambda \to 0} \max_{0 \leq t \leq T} \|I_2(t, \lambda)\| = 0. \tag{3.28}
\]

For $J_3$, we have
\[
\|I_3(t, \lambda)\| \leq \|u_0(t)\| \|z_\lambda(t)\| \|u_0(t) + u_\lambda(t)\| \left( \int_0^t |\gamma_0(s)|ds + |a_0| \right)
\times \left[ \frac{I(u_0(t)) \left( \int_0^t |\gamma_0(s) + \lambda \gamma(s)|ds + |a_0| \right) + I(u_\lambda(t)) \left( \int_0^t |\gamma_0(s)|ds + |a_0| \right)}{P^2(u_\lambda(t))P^2(u_0(t))} \right]
+ \left[ \frac{I(u_0(t)) \left( \int_0^t |\gamma_0(s) + \lambda \gamma(s)|ds + |a_0| \right) + I(u_\lambda(t)) \left( \int_0^t |\gamma_0(s)|ds + |a_0| \right)}{P^2(u_\lambda(t))P^2(u_0(t))} \right]
\times \frac{4u_0 \left( \int_0^t |\gamma_0(s)|ds + |a_0| \right)^2}{P^3(u_0(t))} \int_0^t \eta u_0 ds \right] \right.
\leq C_3\|z_\lambda(t)\| + C_4(\lambda),
\]

where
\[
C_3 = C_3(\lambda, u_0, u_\lambda, \gamma, \gamma_0, a_0, T)
= \max_{0 \leq t \leq T} \|u_0(t)\| \|u_0(t) + u_\lambda(t)\| \left( \int_0^t |\gamma_0(s)|ds + |a_0| \right)
\times \left[ \frac{I(u_0(t)) \left( \int_0^t |\gamma_0(s) + \lambda \gamma(s)|ds + |a_0| \right) + I(u_\lambda(t)) \left( \int_0^t |\gamma_0(s)|ds + |a_0| \right)}{P^2(u_\lambda(t))P^2(u_0(t))} \right]. \tag{3.30}
\]
By (3.21), we deduce
\[
\lim_{\lambda \to 0} C_4(\lambda) = 0. \tag{3.32}
\]

Multiplying (3.14) by \(z_{\lambda t}\) and integrating over \((0, 1)\) by parts, it follows from (3.22, 3.24, 3.27–3.29) and (3.32) that
\[
\frac{d}{dt}(\|z_{\lambda t}(t)\|^2 + \|z_{\lambda xx}(t)\|^2) = 2 \int_0^1 (I_1 + I_2 + I_3) z_{\lambda t} ds 
\leq C_5(\lambda) + C_6(\|z_{\lambda t}(t)\|^2 + \|z_{\lambda xx}(t)\|^2), 
\tag{3.33}
\]
where \(C_5(\lambda) \to 0\) as \(\lambda \to 0^+\). It therefore follows from Gronwall’s inequality that
\[
\|z_{\lambda t}(t)\|^2 + \|z_{\lambda xx}(t)\|^2 \leq C_5(\lambda) T e^{C_6 t}, \quad \forall t \in [0, T]. \tag{3.34}
\]
Hence we have
\[
\lim_{\lambda \to 0^+} (\|z_{\lambda t}(t)\|^2 + \|z_{\lambda xx}(t)\|^2) = 0 \tag{3.35}
\]
uniformly for \(t \in [0, T]\). Since
\[
\begin{align*}
\frac{J(\gamma_0 + \lambda) - J(\gamma_0)}{\lambda} & = \int_0^T \int_0^1 \frac{u^2_\lambda(x, t) - u_0^2(x, t) + [\omega_\lambda(t) - \bar{\omega}]^2 - [\omega_0(t) - \bar{\omega}]^2}{\lambda} dx dt \\
& + \int_0^T (\gamma_0 + \lambda \gamma_0) \bigg[ u_\lambda(x, t) - u_0(x, t) \bigg] dt \\
& = \int_0^T \int_0^1 \frac{[2u_0(x, t)g_\lambda(x, t) + \lambda g_\lambda^2(x, t)]dx dt}{\lambda} \\
& + \int_0^T \frac{1}{\lambda} \left( \frac{\int_0^t (\gamma_0(s) + \lambda \gamma(s)) ds + a_0 - \int_0^t \gamma_0(s) ds + a_0}{1 + \|u_\lambda(t)\|^2} \cdot \frac{\int_0^t \gamma_0(s) ds + a_0 - \int_0^t \gamma(s) ds + a_0}{1 + \|u_0(t)\|^2} - 2 \bar{\omega} \right) dt \\
& + \int_0^T \frac{\int_0^1 \big( \gamma_0(s) + \lambda \gamma(s) \big) ds + a_0}{1 + \|u_\lambda(t)\|^2} - 2 \bar{\omega} dt \\
\end{align*}
\]
Lemma 3.2.

The cost function $J$ is weakly lower semi-continuous on $L^2(0, T)$ (for definition, see, e.g. [8], pp. 9-11).

We then show that the cost function $J$ is weakly lower semi-continuous on $L^2(0, T)$.

Proof. Let $\{\gamma_n\}$ weakly converges to $\gamma_0$ in $L^2(0, T)$. Let $(u_n, \omega_n)$ and $(u^*, \omega^*)$ denote the solutions of (1.1-1.4) corresponding to $\gamma_n$ and $\gamma_0$, respectively. By (2.7), the sequence $\{u_n, u_n, \omega_n\}$ is bounded in $C([0, T]; H \times \mathbb{R})$. Therefore, there exists a subsequence, still denoted by $\{u_n, u_n, \omega_n\}$, converges to $(\tilde{u}, \tilde{u}, \tilde{\omega})$ star-weakly in $C([0, T]; H \times \mathbb{R})$. Moreover, it follows from the compact embedding theorem (see, e.g. [13], Th. 3, p. 80) that there exists a subsequence, still denoted by $\{u_n\}$, strongly converges to $\tilde{u}$ in $C([0, T]; L^2(0, 1))$. We now prove that $u^* = \tilde{u}$. We note that $u_n$ satisfies the following integral equation

$$ (u_n, u_{nt}) = S(t)(u^0, u^1) + \int_0^t S(t-s) \left( 0, \int_0^s \gamma_n(\tau) d\tau + a_0 \frac{1}{1 + ||u_n(s)||^2} u_n(s) \right) ds. \quad (3.38) $$

We now prove that $u^* = \tilde{u}$. We note that $u_n$ satisfies the following integral equation

$$ (u_n, u_{nt}) = S(t)(u^0, u^1) + \int_0^t S(t-s) \left( 0, \int_0^s \gamma_n(\tau) d\tau + a_0 \frac{1}{1 + ||u_n(s)||^2} u_n(s) \right) ds. \quad (3.38) $$
Taking
\[ \theta(t) = \begin{cases} 
1, & \text{if } 0 \leq t \leq s, \\
0, & \text{if } s < t \leq T, 
\end{cases} \tag{3.39} \]
we deduce that
\[ \lim_{n \to \infty} \int_0^s \gamma_n(\tau) d\tau = \lim_{n \to \infty} \int_0^T \gamma_n(\tau) \theta(\tau) d\tau = \int_0^T \gamma_0(\tau) \theta(\tau) d\tau = \int_0^s \gamma_0(\tau) d\tau \tag{3.40} \]
since \( \gamma_n \) weakly converges to \( \gamma_0 \) in \( L^2(0, T) \). Letting \( n \to \infty \) in (3.38), we obtain
\[ (\ddot{u}, \ddot{u}_t) = S(t)(u^0, u^1) + \int_0^t S(t-s) \left( \frac{\int_0^s \gamma_0(\tau) d\tau + a_0}{1 + \|\ddot{u}(s)\|^2} \ddot{u}(s) \right) ds, \tag{3.41} \]
which implies that \( \ddot{u} = u^* \). Moreover, we have
\[ \dot{\omega}(s) = \lim_{n \to \infty} \omega_n(s) = \lim_{n \to \infty} \frac{\int_0^s \gamma_n(\tau) d\tau + a_0}{1 + \|u^*_n(s)\|^2} = \frac{\int_0^s \gamma_0(\tau) d\tau + a_0}{1 + \|u^*(s)\|^2} = \omega^*(s). \tag{3.42} \]
It therefore follows that
\[ J(\gamma_0) = \int_0^T \int_0^1 [u^2(x, t, \gamma_0) + (\omega(t, \gamma_0) - \dot{\omega})^2] dx dt + \int_0^T |\gamma_0|^2(t) dt 
\leq \lim_{n \to \infty} \int_0^T \int_0^1 [u^2_n(x, t) + (\omega_n(t) - \dot{\omega})^2] dx dt + \liminf_{n \to \infty} \int_0^T |\gamma_n|^2(t) dt \tag{3.43} \]
Hence, \( J(\gamma) \) is weakly lower semi-continuous on \( L^2(0, T) \). \qed

We are now ready to prove Theorem 3.1.

Proof of Theorem 3.1. Let \( \gamma_n \in \Gamma \) be a minimizing sequence such that
\[ \lim_{n \to \infty} J(\gamma_n) = \inf_{\gamma \in \Gamma} J(\gamma). \tag{3.44} \]
Then the sequence \( \{\gamma_n\} \) is bounded in \( L^2(0, T) \). Hence, there exists a subsequence, still denoted by \( \{\gamma_n\} \), weakly converges to \( \gamma^* \) in \( L^2(0, T) \). By Lemma 3.2, we deduce that
\[ J(\gamma^*) \leq \liminf_{n \to \infty} J(\gamma_n) = \inf_{\gamma \in \Gamma} J(\gamma). \tag{3.45} \]
Hence, \( \gamma^* \) is a solution of (1.8).
Since, by Lemma 3.1, \( J(\gamma) \) is Gâteaux-differentiable, it follows from Theorem 1.3 of [10] (p. 10) (or Props. 1.2 and 2.1 of [8], pp. 35-36) that

\[
\langle J'(\gamma^*), \gamma - \gamma^* \rangle = 2 \int_0^T \gamma^*(t)(\gamma(t) - \gamma^*(t))dt + 2 \int_0^T \int_0^1 u^*(x, t) \eta(x, t; \gamma - \gamma^*)dxdt
\]

\[
+ 2 \int_0^T \left( 1 + \|u^*(t)\|^2 \right) \left( \int_0^t \gamma^*(s)ds + a_0 \right) \left( \frac{\int_0^t \gamma^*(s)ds + a_0}{1 + \|u^*(t)\|^2} - \bar{\omega} \right) dt
\]

\[
- 4 \int_0^T \int_0^1 u^*(x, t) \eta(x, t; \gamma - \gamma^*)dx \left( \int_0^t \gamma^*(s)ds + a_0 \right) \left( \frac{\int_0^t \gamma^*(s)ds + a_0}{1 + \|u^*(t)\|^2} - \bar{\omega} \right) dt
\]

\[
\geq 0
\]

for all \( \gamma \in \Gamma \). Multiplying (3.2) by \( \eta \) and integrating over \((0, 1) \times (0, T)\) by parts, we obtain

\[
\int_0^T \int_0^1 \left( 2u^* + \frac{\eta(\int_0^t \gamma^*(s)ds + a_0)^2}{1 + \|u^*(t)\|^2} - \frac{4u^*(\int_0^t \gamma^*(s)ds + a_0)^2(\int_0^t \gamma^*(s)ds + a_0)}{\left(1 + \|u^*(t)\|^2\right)^2} \left( \frac{\int_0^t \gamma^*(s)ds + a_0}{1 + \|u^*(t)\|^2} - \bar{\omega} \right) \right) \eta dxdt
\]

\[
= \int_0^T \int_0^1 p(\eta \xi + \eta_{xxxx})dxdt
\]

\[
= \int_0^T \int_0^1 p\eta \left( \frac{\int_0^t \gamma^*(s)ds + a_0}{1 + \|u^*(t)\|^2} \right)^2 dxdt
\]

\[
+ \int_0^T \int_0^1 2pu^* \left( \frac{\int_0^t \gamma^*(s)ds + a_0}{1 + \|u^*(t)\|^2} \right) \left( \int_0^t \gamma(s) - \gamma^*(s) \right)ds dxdt
\]

\[
- \int_0^T \int_0^1 4pu^* \left( \frac{\int_0^t \gamma^*(s)ds + a_0}{1 + \|u^*(t)\|^2} \right)^2 \eta \xi dxdt.
\]
Hence we have

\[
\int_0^T \int_0^1 u^* \eta dx dt - 2 \int_0^T \int_0^1 u^* \eta dx \left( \int_0^1 \gamma^*(s) ds + a_0 \right) \left( \frac{\int_0^1 \gamma^*(s) ds + a_0}{1 + \|u^*(t)\|^2} \right) dt - \int_0^T \int_0^1 pu^* \left( \int_0^1 \gamma^*(s) ds + a_0 \right) \frac{\int_0^1 (\gamma(s) - \gamma^*(s)) ds}{1 + \|u^*(t)\|^2} \right) dx dt
\]

\[
\int_0^T (\gamma(s) - \gamma^*(s)) \left[ \gamma^*(s) + \int_s^T \frac{\int_0^1 p(x,t)u^*(x,t) dx \left( \int_0^1 \gamma^*(\tau) d\tau + a_0 \right)}{1 + \|u^*(t)\|^2} d\tau \right] ds
\]

\[
+ \int_0^T (\gamma(s) - \gamma^*(s)) \int_s^T \frac{(1 + \|u^*(t)\|^2) \left( \frac{\int_0^1 \gamma^*(\tau) d\tau + a_0}{1 + \|u^*(t)\|^2} \right)}{1 + \|u^*(t)\|^2} dt ds 
\]

\[
\geq 0
\]

for all \( \gamma \in \Gamma \). Hence, if \( \Gamma = L^2(0,T) \), we deduce that

\[
\gamma^*(s) + \int_s^T \frac{\int_0^1 p(x,t)u^*(x,t) dx \left( \int_0^1 \gamma^*(\tau) d\tau + a_0 \right)}{1 + \|u^*(t)\|^2} d\tau dt
\]

\[
+ \int_s^T \frac{(1 + \|u^*(t)\|^2) \left( \frac{\int_0^1 \gamma^*(\tau) d\tau + a_0}{1 + \|u^*(t)\|^2} \right)}{1 + \|u^*(t)\|^2} dt = 0. 
\]

\[
(3.49)
\]

We now turn to obstacle problems (1.12, 1.14) and (1.16).

**Theorem 3.2.** Suppose the initial condition \((u^0, u^1, \omega^0) \in H\) and let \( \gamma^* \) be the solution of (1.8) with \( \Gamma = L^2(0,T) \). Then \( \gamma^* \) is also a solution of problems (1.12) and (1.16).

**Proof.** Since

\[
J(\gamma^*) = \inf_{\gamma \in L^2(0,T)} J(\gamma) \leq F(\gamma^*) = \inf_{\gamma \in \Gamma(\gamma^*)} J(\gamma) \leq J(\gamma^*),
\]

we have

\[
J(\gamma^*) = F(\gamma^*). 
\]

(3.51)

(3.52)

It therefore follows that

\[
F(\gamma^*) = J(\gamma^*) \leq \inf_{\gamma \in \Gamma(\theta)} J(\gamma) = F(\theta) \quad \forall \theta \in L^2(0,T) 
\]

(3.53)
and

\[ H(\gamma^*) = F(\gamma^*) + J(\gamma^*) \leq F(\theta) + J(\theta) = H(\theta) \quad \forall \theta \in L^2(0, T). \]  

(3.54)

**Theorem 3.3.** For the initial condition \((u^0, u^1, \omega^0) \in \mathcal{H}\), problem (1.14) has at least one solution.

**Proof.** Let \(\theta_n \in L^2(0, T)\) be a minimizing sequence such that

\[ \lim_{n \to \infty} G(\theta_n) = \inf_{\theta \in L^2(0, T)} G(\theta). \]  

(3.55)

By Theorem 3.1, there exists a \(\gamma_n \in L^2(0, T)\) such that

\[ J(\gamma_n) = F(\theta_n). \]  

(3.56)

Since

\[ G(\theta_n) = F(\theta_n) + \int_0^T \theta_n^2(t) ds = J(\gamma_n) + \int_0^T \theta_n^2(t) ds, \]

the sequences \(\{\theta_n\}\) and \(\{\gamma_n\}\) are bounded in \(L^2(0, T)\). Therefore there exist subsequences \(\{\theta_{n_i}\}\) and \(\{\gamma_{n_i}\}\) such that \(\theta_{n_i}\) and \(\gamma_{n_i}\) converge to \(\theta\) and \(\gamma^*\) weakly in \(L^2(0, T)\), respectively. It therefore follows from Lemma 3.2 that

\[ J(\gamma^*) + \|\bar{\theta}\|^2_{L^2(0, T)} \leq \liminf_{i \to \infty} J(\gamma_{n_i}) + \liminf_{i \to \infty} \|\theta_{n_i}\|^2_{L^2(0, T)} \leq \liminf_{i \to \infty} G(\theta_{n_i}) = \inf_{\theta \in L^2(0, T)} G(\theta). \]  

(3.57)

Since

\[ \gamma_{n_i} \geq \theta_{n_i} \quad \text{a.e. on } (0, T), \]

we deduce that for every \(\phi \in L^2(0, T)\) with \(\phi \geq 0\) a.e. on \((0, T)\)

\[ \int_0^T (\gamma^* - \bar{\theta}) \phi dt = \lim_{i \to \infty} \int_0^T (\gamma_{n_i} - \theta_{n_i}) \phi dt \geq 0. \]  

(3.58)

This shows that \(\gamma^* \geq \bar{\theta}\) a.e. on \((0, T)\) and then \(\gamma^* \in \Gamma(\bar{\theta})\). It therefore follows from (3.57) that

\[ G(\bar{\theta}) = F(\bar{\theta}) + \|\bar{\theta}\|^2_{L^2(0, T)} \leq J(\gamma^*) + \|\bar{\theta}\|^2_{L^2(0, T)} \leq \inf_{\theta \in L^2(0, T)} G(\theta). \]  

(3.59)

**4. Numerical simulations**

On the basis of iteration method, we propose a numerical approximation scheme to calculate the optimal control. For a given control \(\gamma\), we first solve equations (2.14–2.16), which, by the difference method, can be
discretized as follows

\[ u_{i,0} = u^0(i/m), \quad i = 0, \ldots, m, \quad (4.1) \]
\[ u_{i,1} = u^0(i/m) + \delta u^1(i/m), \quad i = 0, \ldots, m, \quad (4.2) \]
\[ u_{0,j} = 0, \quad j = 0, \ldots, n, \quad (4.3) \]
\[ u_{1,j} = 0, \quad j = 0, \ldots, n, \quad (4.4) \]
\[ u_{i,j+1} = -(u_{i-2,j} - 4u_{i-1,j} + 6u_{i,j} - 4u_{i+1,j} + u_{i+2,j}) \delta^2/4 + 2u_{i,j} - u_{i,j-1} \]
\[ + \delta^2 u_{i,j} \left( \int_0^{j \delta} \gamma(s)ds + a_0 \right) / (1 + \|u(j\delta)\|^2)^2, \]
\[ i = 2, \ldots, m - 2, \quad j = 1, \ldots, n - 1, \quad (4.5) \]
\[ u_{m-1,j+1} = 2u_{m-2,j+1} - u_{m-3,j+1}, \quad j = 1, \ldots, n - 1, \quad (4.6) \]
\[ u_{m,j+1} = 3u_{m-2,j+1} - 2u_{m-3,j+1}, \quad j = 1, \ldots, n - 1, \quad (4.7) \]

where \( m \) and \( n \) are positive integers and

\[ h = 1/m, \quad (4.8) \]
\[ \delta = T/n, \quad (4.9) \]
\[ u_{i,j} = u(ih, j\delta), \quad i = 0, \ldots, m, \quad j = 0, \ldots, n. \quad (4.10) \]

The integrals \( \int_0^{j \delta} \gamma(s)ds \) and \( \|u(j\delta)\|^2 \) can be numerically calculated. In analogy, we then discretize the adjoint equations (3.2–3.4) and solve them by using the solution of (2.14–2.16). Finally, we solve control equation (3.6). For this, we set

\[ y(t) = \int_0^t \gamma(\tau)d\tau. \]

Then (3.6) can be equivalently transformed to

\[ y'' - \frac{1}{(1 + \|u^*(t)\|^2)^2} \int_0^1 p(x, t)u^*(x, t)dx + 1 - \frac{a_0 \int_0^1 p(x, t)u^*(x, t)dx + a_0 - \bar{\omega}(1 + \|u^*(t)\|^2)}{(1 + \|u^*(t)\|^2)^2} \]

with \( y(0) = 0 \) and \( y'(T) = 0 \). This equation can be numerically solved by the difference method. With this new control, we repeat the above procedure. The following numeric examples show that this scheme works very well. We take the initial data as follows

\[ u^0 = 100x[(x-1)^4 - 1], \]
\[ u^1 = -100x[(x-1)^4 - 1], \]
\[ \omega^0 = 100.0, \]
\[ \bar{\omega} = 1000.0, \]

and start iterations with three quite different initial controls

\[ \gamma_0 = 10000(3 - t), \quad 0, \quad -10000 \sin(10\pi(3 - t)), \]

respectively. In this case, the critical angular velocity \( \omega_c = \sqrt{\mu_1} \approx 2.47 \) according to Theorem 3 of [15], where \( \mu_1 \) is the smallest eigenvalue of the self-adjoint operator \( d^4/dx^4 \) with the domain \( H^4_0(0, 1) \). Thus \( \bar{\omega} = 1000.0 \) is quite away from \( \omega_c \).
Table 4.1. Iteration procedures start with three quite different initial controls $\gamma_0 = 10000(3-t)$, $0$, $-10000\sin(10\pi(3-t))$, respectively. Costs $J(\gamma_i)$ (defined by (1.6)) starting from each initial control tend to 5199745.1524 approximately and the iteration procedures are quite stable, where $\gamma_i$ is the control obtained at the $i$th iteration.

<table>
<thead>
<tr>
<th>Costs $J(\gamma)$</th>
<th>Initial controls $\gamma_i$ of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_0 = 10000(3-t)$</td>
<td>$\gamma_0 = 10000(3-t)$</td>
</tr>
<tr>
<td>$J(\gamma_{10})$</td>
<td>$9.05712493290327E8$</td>
</tr>
<tr>
<td>$J(\gamma_{11})$</td>
<td>$5518012.550900402$</td>
</tr>
<tr>
<td>$J(\gamma_{12})$</td>
<td>$-10000 \sin(10\pi(3-t))$</td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>$9.05712493290327E8$</td>
</tr>
<tr>
<td>$J(\gamma_{13})$</td>
<td>$5199745.15424552$</td>
</tr>
<tr>
<td>$J(\gamma_{14})$</td>
<td>$5199745.152458742$</td>
</tr>
<tr>
<td>$J(\gamma_{15})$</td>
<td>$5199745.152465553$</td>
</tr>
<tr>
<td>$J(\gamma_{16})$</td>
<td>$5199745.152465553$</td>
</tr>
<tr>
<td>$J(\gamma_{17})$</td>
<td>$5199745.152465553$</td>
</tr>
<tr>
<td>$J(\gamma_{18})$</td>
<td>$5199745.152465553$</td>
</tr>
<tr>
<td>$J(\gamma_{19})$</td>
<td>$5199745.152465553$</td>
</tr>
</tbody>
</table>

It can be seen from Table 4.1 that the costs $J(\gamma_i)$ (defined by (1.6)) starting from each initial control tend to 5199745.1524 approximately and the iteration procedures are quite stable, where $\gamma_i$ is the control obtained at the $i$-th iteration. Moreover, Figures 4.1, 4.2 and 4.3 show that all optimal controls and optimal solutions obtained from the iterations starting at these initial controls are almost same. In these figures, $\gamma(t)$ denotes the control $\gamma(t)$, $E(t)$ is defined by

$$E(t) = \int_0^1 u^2(x,t)dx,$$

and $\omega(t)$ the solution $\omega(t)$. The Java program for the simulations is available at

http://www.mscs.dal.ca/~weiliu/beam/beamSimCtrl.java

5. Conclusions

In this paper we have proved the existence of an optimal control for the model of a rotating body beam, which is attached perpendicularly to the center of a rigid cylinder and rotates with the cylinder. The control is applied on the cylinder via a torque to suppress the vibrations of the beam. We have also derived a necessary condition for the control. Furthermore, on the basis of iteration method, we propose numerical approximation
scheme to calculate the optimal control and give numeric examples to show that the scheme works well. Hence the control is implementable in real problems such as the control of a spacecraft.

In the study of stabilization for the beam via a feedback torque control, it is required that $\bar{\omega}$ of the equilibrium point $(0, \bar{\omega})$ be less than a critical angular velocity $\omega_c$. In our discussion of optimal control, this requirement is
Figure 4.3. Approximate optimal control and solution obtained via 19 iterations starting at $\gamma_0 = -10000 \sin(10\pi(3 - t))$.

not needed. However, what we can achieve is less satisfactory, just driving the beam to approach its equilibrium 0 as closely as possible rather than exactly to its equilibrium as in the case of stabilization.
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