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Abstract. In this article we apply the optimal and the robust control theory to the sine-Gordon equation. In our case the control is given by the boundary conditions and we work in a finite time horizon. We present at the beginning the optimal control problem and we derive a necessary condition of optimality and we continue by formulating a robust control problem for which existence and uniqueness of solutions are derived.
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1. INTRODUCTION

We consider the damped sine-Gordon equation with non-homogenous Dirichlet boundary conditions, namely

\begin{equation}
\begin{aligned}
& u_{tt} + \alpha u_t - u_{xx} + \beta \sin u = 0, \quad \text{in } \Omega \times \mathbb{R}_+, \quad \Omega = (0, L), \\
& u(0, t) = g_0(t), \quad u(L, t) = g_1(t), \\
& u(x, 0) = u_0(x), \quad \frac{\partial u}{\partial t}(x, 0) = u_1(x).
\end{aligned}
\end{equation}

In physics the sine-Gordon equation is used to model for instance the dynamics of the Josephson junction driven by a current source. This equation has been studied from the point of view of stability of the equation (boundness of trajectories), the existence of absorbing sets and the existence of a global attractor, see e.g. [12, 15].

In this article we would like to study the optimal and robust control problems for this equation, when the control is given by the boundary conditions, namely $g_0, g_1$, in (1.1), see [1, 6–8] and [3] for related problems in fluid mechanics.

We are interested in some issues regarding the control of (1.1) when the control is $g = (g_0, g_1)$. We will first consider the optimal control problem formulated as follows:

Find a control $g$ minimizing the cost function

\begin{equation}
\mathcal{J}(g) = \frac{1}{2} \int_0^T \left\| \frac{\partial u_g}{\partial t} \right\|_{L^2(\Omega)}^2 \, dt + \frac{1}{2} \int_0^T \left\| \frac{\partial u_g}{\partial x} \right\|_{L^2(\Omega)}^2 \, dt + \frac{l}{2} |g|^2_{H^1(0, T)},
\end{equation}

where $u_g$ is the solution of (1.1) with $u_{0}(t) = g(t)$.
where \( g = (g_0, g_1) \) and \( u_g \) is the solution of (1.1) associated with \( g \); by \( H^3(0, T) \) we denoted \( (H^3(0, T))^2 \). To guarantee the solvability of (1.1) we require \( g(0) = g'(0) = 0 \) and we set

\[
H^3_1(0, T) = \{ g \in H^3(0, T), g(0) = g'(0) = 0 \}. \tag{1.3}
\]

We obtain the existence of an optimal control in a suitable class and we determine a necessary condition for optimality. This optimal control may not be unique because the optimization problem is nonconvex.

To ensure the uniqueness of the optimal control we find an \( l_0 \) depending on the set on which \( g \) is defined and on the initial data such that, for any \( l \geq l_0 \) the cost function will be strictly convex, thus leading to uniqueness.

We also consider a robust control problem for this equation. In this case we write the equation in the form

\[
\frac{\partial^2 u}{\partial t^2} + \alpha \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} + \beta \sin u = 0, \quad \text{in} \quad \Omega \times \mathbb{R}_+,
\]

\[
u(0, t) = g_0(t) + h_0(t), \quad u(L, t) = g_1(t) + h_1(t),
\]

\[
u(x, 0) = u_0(x), \quad \frac{\partial u}{\partial t}(x, 0) = u_1(x), \quad x \in \Omega,
\]

where the boundary values have been decomposed into the disturbance \( h = (h_0, h_1) \) and the control \( g = (g_0, g_1) \); the solution \( u \) of (1.4) is also denoted \( u(g, h) \) to emphasize its dependence on \( g \) and \( h \). Mathematically we arrive at a non-differential game for the robust control setting in which a saddle point is sought. Our approach is based on classical existence and characterization results of saddle points in infinite dimensions as given e.g. in [5]. The considered cost function (Lagrangian) reads

\[
\mathcal{J}(g, h) = \frac{1}{2} \int_0^T \left| \frac{\partial u(g, h)}{\partial t} \right|^2_{L^2(\Omega)} \, dt + \frac{1}{2} \int_0^T \left| \frac{\partial u(g, h)}{\partial x} \right|^2_{L^2(\Omega)} \, dt + \frac{l}{2} \| g \|^2_{H^3(0, T)} - \frac{m}{2} \| h \|^2_{H^3(0, T)}, \tag{1.5}
\]

where \( l \) measures the relative price of the control and \( m \) measures the relative price of the disturbance. As we explain later on, the aim is now to find the best control \( g \) corresponding to the worse disturbance \( h \), that is we consider the problem

\[
\inf_{g} \sup_{h} \mathcal{J}(g, h), \tag{1.6}
\]

\( g \) and \( h \) belonging to suitable feasible sets.

The content of the article is as follows: in Section 1 we give a short overview of some useful classical results concerning the existence and uniqueness of solution of the sine-Gordon equation. In Section 2.1 we prove the existence, without uniqueness, of a solution for the optimal control problem. In Section 2.2 we derive a necessary condition for optimality using the adjoint state equation; in Section 2.3 we show that by taking \( l \) large enough in the cost function (1.2) we obtain the uniqueness of solution of the optimal control problem. Finally, in Section 3, we will see that the robust control problem has a unique solution when \( l \) and \( m \) appearing in (1.5) are sufficiently large. In the last section we obtain the characterization of the solution of the robust control problem.

We conclude this introduction by recalling well-known results concerning the sine-Gordon equation. We first consider the sine-Gordon equation in the open bounded interval \( \Omega = (0, L) \) with homogeneous Dirichlet boundary conditions

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} + \alpha \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} + \beta \sin u &= f, \quad \text{in} \quad \Omega \times \mathbb{R}_+,
\end{align*}
\]

\[
\begin{align*}
u(0, t) &= 0, \quad u(L, t) = 0,
\end{align*}
\]

\[
\begin{align*}
u(x, 0) &= u_0(x), \quad \frac{\partial u}{\partial t}(x, 0) = u_1(x), \quad x \in \Omega,
\end{align*}
\]

where \( f \) and \( \alpha \) are given, \( \alpha > 0 \).
We set $H = L^2(\Omega)$, $V = H^1_0(\Omega)$ and we endow these spaces with the usual scalar products and norms.

We write $D(A) = H^1_0(\Omega) \cap H^2(\Omega)$ and, for $u \in D(A)$, we set $Au = -\partial^2 u/\partial x^2$. Then the problem (1.1) is equivalent to the following one:

$$
\begin{align*}
\frac{d^2 u}{dt^2} + \alpha \frac{du}{dt} + Au + \beta \sin u &= f, \\
u(0) &= u_0, \quad u'(0) = u_1,
\end{align*}
$$

(1.8)

where $\psi' := \partial \psi/\partial t$.

The existence and uniqueness of solution of (1.8) is given by the following result (see e.g. [15]):

**Theorem 1.1.** Let $\alpha \in \mathbb{R}$ and let $f$, $u_0$ and $u_1$ be given satisfying

$$
f \in L^2([0,T];H), \quad u_0 \in V, \quad u_1 \in H.
$$

Then there exists a unique solution $u$ of (1.8) such that

$$
u \in L^2([0,T];V), \quad u' \in L^2([0,T];H).
$$

If furthermore, $f' \in L^2([0,T];H), u_0 \in D(A)$ and $u_1 \in V$, then $u$ satisfies

$$
u \in L^2([0,T];D(A)), \quad u' \in L^2([0,T];V).
$$

For the nonhomogeneous problem (1.1), we have:

**Theorem 1.2.** Assume that $g \in H^1_0(0,T)$, $u_0 \in D(A)$ and $u_1 \in V$. Then there exists a unique solution $u$ of (1.1) with

$$
u \in L^2([0,T];H^2(0,L)), \quad u' \in L^2([0,T];H^1(0,L)).
$$

**Proof.** We construct a lifting function for the boundary conditions, $\phi(x,t) = g_1(t) + (g_1(t) - g_0(t))(x/L)$, and we set $v(x,t) = u(x,t) - \phi(x,t)$. Then the system (1.1) is equivalent to the following one:

$$
\frac{\partial^2 v}{\partial t^2} + \alpha \frac{\partial v}{\partial t} - \partial^2 v/\partial x^2 + \beta \sin(v + \phi) = F(x,t),
$$

$$
v(0,t) = 0, \quad v(L,t) = 0,
$$

$$
v(x,0) = u_0(x), \quad \frac{\partial v}{\partial t}(x,0) = u_1(x),
$$

(1.9)

where

$$
F(x,t) = -\left[\frac{\partial^2 \phi}{\partial t^2} + \alpha \frac{\partial \phi}{\partial t} - \frac{\partial^2 \phi}{\partial x^2}\right] = -\left[\frac{\partial^2 \phi}{\partial t^2} + \alpha \frac{\partial \phi}{\partial t}\right].
$$

(1.10)

We derive the a priori estimates on the solutions and using these a priori estimates and the Galerkin method, the proof of the theorem follows.

We multiply (1.9) by $\partial v/\partial t$ and integrate over $\Omega$. We obtain:

$$
\frac{1}{2} \frac{d}{dt} \left| \frac{\partial v}{\partial t} \right|^2_{L^2(\Omega)} + \alpha \left| \frac{\partial v}{\partial t} \right|^2_{L^2(\Omega)} + \frac{1}{2} \frac{d}{dt} \left| \frac{\partial v}{\partial x} \right|^2_{L^2(\Omega)} = \int_{\Omega} F(x,t) \frac{\partial v}{\partial t} dx - \beta \int_{\Omega} \sin(v + \phi) \frac{\partial v}{\partial t} dx.
$$

(1.11)

Using Hölder’s inequality and Young’s inequality we find:

$$
\left| \int_{\Omega} F(x,t) \frac{\partial v}{\partial t} dx \right| \leq c |F(\cdot,t)|^2_{L^2(\Omega)} + \frac{\alpha}{4} \left| \frac{\partial v}{\partial t} \right|^2_{L^2(\Omega)};
$$
\[ \left| \int_{\Omega} \beta \sin(v + \phi) \frac{\partial v}{\partial t} \, dx \right| \leq \frac{\alpha}{4} \left| \frac{\partial v}{\partial t} \right|_{L^2(\Omega)}^2 + c\beta^2; \]

here and in the sequel \( c \) denotes a constant which may be different at different places.

This yields:

\[ \frac{d}{dt} \left[ \frac{\partial v}{\partial t} \right]_{L^2(\Omega)}^2 + \alpha \left| \frac{\partial v}{\partial x} \right|_{L^2(\Omega)}^2 \leq c + c|F(\cdot,t)|_{L^2(\Omega)}^2. \]

By Gronwall’s inequality and some simple computations, we finally obtain:

\[ \left[ \frac{\partial v}{\partial t}(t) \right]_{L^2(\Omega)}^2 + \left| \frac{\partial v}{\partial x}(t) \right|_{L^2(\Omega)}^2 \leq c(T), \quad \forall 0 < t \leq T, \]

where \( c(T) \) is a constant depending on \( T \). Further estimates are obtained as follows: we substract \( \beta \sin \phi \) from both sides of the first equation (1.9) and write \( F_1(x,t) = F(x,t) - \beta \sin \phi \).

We call \( w = v' + \varepsilon v \), where \( \varepsilon > 0 \) will be chosen later on and we take the scalar product of the first equation (1.9) with \( Aw \). After some easy computations we obtain:

\[ \frac{1}{2} \frac{d}{dt} [\|w\|^2 + |Av|^2] + \varepsilon |Av|^2 + (\alpha - \varepsilon)\|w\|^2 - \varepsilon(\alpha - \varepsilon)(v, Aw) + \beta((\sin(v + \phi) - \sin \phi, w)) = (F_1, Aw). \] (1.12)

We know that \( |v| \leq c_1\|v\| \) for all \( v \in V \); using this relation we can write:

\[ \varepsilon|Av|^2 + (\alpha - \varepsilon)\|w\|^2 - \varepsilon(\alpha - \varepsilon)(v, Aw) \geq \varepsilon|Av|^2 + (\alpha - \varepsilon)\|w\|^2 - \varepsilon(\alpha - \varepsilon)c_1|Av|\|w\|. \] (1.13)

Thus we can choose \( 0 < \varepsilon \leq \alpha/2 \) sufficiently small such that

\[ \varepsilon|Av|^2 + (\alpha - \varepsilon)\|w\|^2 - \varepsilon(\alpha - \varepsilon)(v, Aw) \geq \frac{\varepsilon}{2}|Av|^2 + \frac{\alpha}{2}\|w\|^2. \] (1.14)

Applying Young’s inequality we see also that:

\[ |\beta((\sin(v + \phi) - \sin \phi, w))| \leq |\beta||\sin(v + \phi) - \sin \phi||\|w\|| \leq \frac{\alpha}{4}\|w\|^2 + c \left[ \left| \frac{\partial v}{\partial x} + \frac{\partial \phi}{\partial x} \right|^2 + \left| \frac{\partial \phi}{\partial x} \right|^2 \right]. \] (1.15)

Writing \( (F_1, Aw) = \frac{d}{dt} (F_1, Av) + (\varepsilon F_1 - F_1', Av) \), returning to (1.12), and using again Young’s inequality we obtain:

\[ \frac{d}{dt} [\|w\|^2 + |Av - F_1|^2] + \frac{\varepsilon}{2}|Av|^2 + \frac{\alpha}{2}\|w\|^2 \leq |F_1'||F_1| + |F_1 - 1/\varepsilon F_1'|^2 + c \left[ \left| \frac{\partial v}{\partial x} + \frac{\partial \phi}{\partial x} \right|^2 + \left| \frac{\partial \phi}{\partial x} \right|^2 \right]. \] (1.16)

Integrating (1.16) over \( (0,t) \), with \( 0 \leq t \leq T \), and taking into account the previous estimates, we obtain:

\[ \|w(t)\|^2 + |(Av - F_1)(t)|^2 \leq \|w(0)\|^2 + |(Av - F_1)(0)|^2 + c \]

\[ = \|u_1 + \varepsilon u_0\|^2 + |Au_0 - F(0)|^2 + c, \]

for all \( t > 0 \). In (1.17) \( c \) depends on the data but not on \( T \). We obtained \( a \) priori estimates for \( u \) in \( L^2(0,T; H^2(0,L)) \) and \( w' \) in \( L^2(0,T; H^1(0,L)) \). \( \Box \)
2. THE OPTIMAL CONTROL PROBLEM

We consider equation (1.1) as the state equation where \( g(t) = (g_0(t), g_1(t)) \) is the control function. We formulate the control problem as follows:

\[
P \quad \text{Find a function } g \in \mathbb{H}^3(0, T) \text{ minimizing the cost function defined as}
\]

\[
\mathcal{J}(g) = \frac{1}{2} \int_0^T \left| \frac{\partial u_g}{\partial t} \right|_{L^2(\Omega)}^2 \, dt + \frac{1}{2} \int_0^T \left| \frac{\partial u_g}{\partial x} \right|_{L^2(\Omega)}^2 \, dt + \frac{l}{2} \| g \|_{L^2(0, T)}^2.
\]

2.1. Existence of solutions

Problem \( P \) is a nonconvex optimization problem; existence of an optimal pair \((\bar{g}, \bar{u})\) is stated as follows:

**Theorem 2.1.** Let there be given \( u_0 \in D(A) \), \( u_1 \in V \). Then there exists at least one pair \( \bar{g} \in \mathbb{H}^3(0, T) \) and \( \bar{u} := u_\bar{g} \in L^2([0, T]; H^2(\Omega)) \) with \( \bar{u}' \in L^2([0, T]; H^1(\Omega)) \), such that the functional \( \mathcal{J}(g) \) attains its minimum at \( \bar{g} \) and \( \bar{u} \) is the solution of system (1.1) corresponding to \( \bar{g} \).

**Proof.** Let \( \lambda = \inf_{g \in \mathbb{H}^3(0, T)} \mathcal{J}(g) \) and let \((g_n)\) be a minimizing sequence for problem \( P \). We denote by \( u_n = u_{g_n} \) and \( v_n = v_{g_n} \) the corresponding solutions of systems (1) and respectively (1.9).

We observe that \( \| g_n \|_{\mathbb{H}^3(0, T)} \leq \mathcal{J}(g_n) \), which implies that \((g_n) \subset \mathbb{H}^1(0, T) \) is a bounded sequence in \( \mathbb{H}^3(0, T) \). Hence there exist \( \bar{g} \in \mathbb{H}^3(0, T) \) and a subsequence, still denoted \( g_n \), such that

\[
g_n \rightarrow \bar{g} \text{ weakly in } \mathbb{H}^3(0, T).
\]

We call \( \phi_n(x, t) = g_n(x, t) - g_0(t), \xi (x, t) \) the corresponding lifting functions and we know that \( v_n \) satisfies the following equations:

\[
\begin{align*}
\frac{\partial^2 v_n}{\partial t^2} + \alpha \frac{\partial v_n}{\partial t} - \frac{\partial^2 v_n}{\partial x^2} + \beta \sin(v_n + \phi_n) &= F_n(x, t), \\
v_n(0, t) &= 0, \quad v_n(L, t) = 0, \\
v_n(x, 0) &= u_0(x), \quad \frac{\partial v_n}{\partial t}(x, 0) = u_1(x),
\end{align*}
\]

where

\[
F_n(x, t) = -\left[ \frac{\partial^2 \phi_n}{\partial t^2} + \alpha \frac{\partial \phi_n}{\partial t} - \frac{\partial^2 \phi_n}{\partial x^2} \right] - \left[ \frac{\partial^2 \phi_n}{\partial t^2} + \alpha \frac{\partial \phi_n}{\partial t} \right].
\]

Using the fact that \( g_n \) is bounded in \( \mathbb{H}^3(0, T) \), we derive the same kind of estimates as in the proof of Theorem 1.2 by exactly the same method, namely we multiply (2.2) by \( \partial v_n / \partial t \), integrate over \( \Omega \) and apply Gronwall’s inequality. We obtain:

\[
(\partial v_n) \text{ is bounded in } L^\infty(0, T; H).
\]

For stronger estimates we substract \( \beta \sin \phi_n \) from each side of (2.2), set \( F_{1, n}(x, t) = F_n(x, t) - \beta \sin \phi_n \), we introduce \( w_n = v_n' + \epsilon v_n \), where \( \epsilon \) is exactly as in (1.13) and take the scalar product in \( H \) of the equation obtained with \( Aw_n \). After computations identical to those of Theorem 1.2 and remembering that \( \phi_n \) is bounded in \( \mathbb{H}^3(0, T) \) we see that, as \( n \to \infty \),

\[
(w_n) \text{ remains bounded in } L^\infty(0, T; V),
\]

\[
(Av_n - F_{1, n}) \text{ remains bounded in } L^\infty(0, T; L^2(\Omega));
\]
taking into account the form of $F_{1,n}$ and (2.3) we deduce that, as $n \to \infty$,

\[(v_n)_n \text{ remains bounded in } L^\infty(0,T; D(A)), \quad (v'_n)_n \text{ remains bounded in } L^\infty(0,T; V). \quad (2.7)\]

Passing to a subsequence, still denoted $v_n$ we see that:

\[v_n \to \bar{v} \text{ in } L^\infty(0,T; D(A)) \text{ weak-star,} \quad (2.9)\]

\[\frac{\partial v_n}{\partial t} \to \frac{\partial \bar{v}}{\partial t} \text{ in } L^\infty(0,T; V) \text{ weak-star,} \quad (2.10)\]

where $\bar{v} \in L^\infty(0,T; D(A))$, $\bar{v}' \in L^\infty(0,T; V)$.

We infer from (2.9), (2.10) and a compactness theorem in [10, 11] (see also [15]), that $v_n \to \bar{v}$ strongly in $L^2(0,T; H)$. Also, since the sequence $(g_n)_n$ is bounded in $(H^1_0(0,T))^2$, we can choose the subsequence $n$ so that $g_n \to \bar{g}$ strongly in $(L^2(0,T))^2$.

By the expression of $\phi_n$ we see that $\phi_n \to \bar{\phi}$ strongly in $L^2(0,T; H)$ and thus $u_n \to \bar{u}$ strongly in $L^2(0,T; H)$.

We also notice that

\[\frac{\partial u_n}{\partial t} \to \frac{\partial \bar{u}}{\partial t} \text{ weakly in } L^2(0,T; H^1(\Omega)), \quad (2.11)\]

\[\frac{\partial u_n}{\partial x} \to \frac{\partial \bar{u}}{\partial x} \text{ weakly in } L^2(0,T; H^1(\Omega)). \quad (2.12)\]

It is easy to see that $\bar{u}$ is a solution of a system (1.1) corresponding to $\bar{g}$ or equivalently that $\bar{v}$ is solution of the corresponding system (1.9): indeed since $v_n \to \bar{v}$ and $\phi_n \to \bar{\phi}$ strongly in $L^2(0,T; H)$ we see that:

\[\sin(v_n + \phi_n) \to \sin(\bar{v} + \bar{\phi}) \text{ strongly in } L^2(0,T; H). \quad (2.13)\]

Next we pass to the limit in (2.2); we find that $\bar{v}$ is solution of (1.9) with $F$ replaced by $\bar{F}$ where $\bar{F} = -[\partial^2 \bar{g}/\partial t^2 + \alpha \partial \bar{g}/\partial t]$. To conclude the proof we use the lower semi-continuity of the norm and we obtain that $\mathcal{J}(\bar{g}) \leq \liminf_n \mathcal{J}(g_n) = \lambda$ and thus, $\mathcal{J}(\bar{g}) = \lambda$. \hfill \Box

**Remark 2.2.** Although this result is not relevant to our purpose, let us note (see e.g. [13]) that stronger convergence results than those inferred from (2.9) and (2.10) hold; in particular $v_n$ converges to $\bar{v}$ strongly in $L^2(0,T; V)$ and $\partial v_n/\partial t$ converges to $\partial \bar{v}/\partial t$ strongly in $L^2(0,T; H)$ (and more).

### 2.2. The adjoint state

In this section we observe that the cost function $\mathcal{J}$ is Gâteaux differentiable and using the fact that $\mathcal{J}'(\bar{g}) = 0$ we derive the Necessary Condition for Optimality (NCO) for the control problem $\mathcal{P}$. We set

\[\mathcal{H} := \{u \in L^2(0,T; H^2(\Omega)), u' \in L^2(0,T; H^1(\Omega))\}; \quad (2.13')\]

$\mathcal{H}$ is endowed with the norm

\[|u|_{\mathcal{H}} := \left\{ |u|_{L^2(0,T; H^2(\Omega))}^2 + |u'|_{L^2(0,T; H^1(\Omega))}^2 \right\}^{1/2}. \quad (2.14)\]

**Lemma 2.1.** Let $u_0 \in D(A)$ and $v_1 \in V$. Then the mapping $g \mapsto u_g$ from $\mathbb{H}^{1}_0(0,T)$ into $\mathcal{H}$ is Gâteaux differentiable. Furthermore its directional derivative $(Du_g/Dg)(\varphi) := w(\varphi)$ at $g$ in direction $\varphi = (\varphi_0, \varphi_1)$ is the
solution of the linearized problem:

\[
\frac{\partial^2 w}{\partial t^2} + \alpha \frac{\partial w}{\partial t} - \frac{\partial^2 w}{\partial x^2} + \beta w \cos u_g = 0,
\]

\[w(0, t) = \varphi_0, \quad w(L, t) = \varphi_1, \quad w(x, 0) = 0, \quad \frac{\partial w}{\partial t}(x, 0) = 0.\]  

(2.15)

\[\text{Proof.}\] We fix \(u_0 \in D(A), u_1 \in V\) and let \(g, \varphi \in \mathcal{F}\). We need to prove the following:

\[
\lim_{\lambda \to 0} \frac{|u_{g+\lambda \varphi} - u_g - \lambda w(\varphi)|_H}{|\lambda|} = 0.
\]

We set \(R = u_{g+\lambda \varphi} - u_g - \lambda w(\varphi)\); \(R\) is solution of the following problem:

\[
\frac{\partial^2 R}{\partial t^2} + \alpha \frac{\partial R}{\partial t} - \frac{\partial^2 R}{\partial x^2} + \beta [\sin u_{g+\lambda \varphi} - \sin u_g - \lambda w u_g] = 0,
\]

\[R(0, t) = 0, \quad R(L, t) = 0, \quad R(x, 0) = 0, \quad \frac{\partial R}{\partial t}(x, 0) = 0.\]  

(2.16)

We take the scalar product in \(L^2(\Omega)\) of the first equation (2.16) with \(\frac{\partial R}{\partial t}\); we obtain:

\[
\frac{1}{2} \frac{d}{dt} \left[ \left\| \frac{\partial R}{\partial t} \right\|_{L^2(\Omega)} \right]^2 + \alpha \left\| \frac{\partial R}{\partial x} \right\|_{L^2(\Omega)}^2 + \beta \left\| \sin u_{g+\lambda \varphi} - \sin u_g - \lambda w u_g \right\|_{L^2(\Omega)}^2 = I_1 + I_2,
\]

(2.17)

where we denoted:

\[
I_1 = - \int_{\Omega} [\sin u_{g+\lambda \varphi} - \sin u_g - \cos u_g (u_{g+\lambda \varphi} - u_g)] \frac{\partial R}{\partial t} \, dx,
\]

\[
I_2 = -\beta \int_{\Omega} (u_{g+\lambda \varphi} - u_g - \lambda w(\varphi)) \cos u_g \frac{\partial R}{\partial t} \, dx.
\]

We estimate \(I_2\) as:

\[
|I_2| \leq \frac{\alpha}{4} \left\| \frac{\partial R}{\partial t} \right\|_{L^2(\Omega)}^2 + c |R|_{L^2(\Omega)}^2.
\]

(2.18)

To estimate \(I_1\), we first prove that

\[
|u_{g+\lambda \varphi} - u_g|_{C(\Omega)} \leq c |\lambda|.
\]

(2.19)

We know that

\[
|u_{g+\lambda \varphi} - u_g|_{C(\Omega)} = |v_{g+\lambda \varphi} - v_g + \varphi_{g+\lambda \varphi} - \varphi_g|_{C(\Omega)}
\]

\[
\leq |v_{g+\lambda \varphi} - v_g|_{C(\Omega)} + |\varphi_{g+\lambda \varphi} - \varphi_g|_{C(\Omega)}
\]

\[
= |\varphi|_{C(\Omega)} + |\varphi_{g+\lambda \varphi} - \varphi_g|_{C(\Omega)}.
\]

(2.20)

where we denoted \(\varphi := v_{g+\lambda \varphi} - v_g\).
The function \( \hat{v} \) satisfies the equations:

\[
\frac{\partial^2 \hat{v}}{\partial t^2} + \alpha \frac{\partial \hat{v}}{\partial t} - \frac{\partial^2 \hat{v}}{\partial x^2} + \beta [\sin u_{g+\lambda \varphi} - \sin u_g] = \lambda F_{\varphi},
\]

\( \hat{v}(0, t) = 0, \quad \hat{v}(L, t) = 0, \)

\( \hat{v}(x, 0) = \lambda \phi_{\varphi}, \quad \frac{\partial \hat{v}}{\partial t}(x, 0) = \lambda \frac{\partial \phi_{\varphi}}{\partial t}. \) (2.21)

We take the scalar product in \( L^2(\Omega) \) of the first equation (2.21) with \( \partial \hat{v} / \partial t \) and we obtain:

\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial t} \right|^2 d\Omega \right) + \alpha \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial t} \right|^2 d\Omega + \beta \int_{\Omega} [\sin u_{g+\lambda \varphi} - \sin u_g] \frac{\partial \hat{v}}{\partial t} \, d\Omega = \lambda \int_{\Omega} F_{\varphi} \frac{\partial \hat{v}}{\partial t} \, d\Omega. \tag{2.22}
\]

Hence using the Poincaré inequality we find:

\[
|\beta \int_{\Omega} [\sin u_{g+\lambda \varphi} - \sin u_g] \frac{\partial \hat{v}}{\partial t} \, d\Omega| \leq |\beta| \int_{\Omega} |u_{g+\lambda \varphi} - u_g| \left| \frac{\partial \hat{v}}{\partial t} \right| d\Omega \leq |\beta| \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial t} \right| \, d\Omega \leq \frac{\alpha}{4} \left| \frac{\partial \hat{v}}{\partial t} \right|^2_{L^2(\Omega)} + \frac{\beta}{2} \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial x} \right|^2_{L^2(\Omega)} d\Omega. \tag{2.23}
\]

We also estimate:

\[
|\lambda \int_{\Omega} F_{\varphi} \frac{\partial \hat{v}}{\partial t} \, d\Omega| \leq \frac{\alpha}{4} \left| \frac{\partial \hat{v}}{\partial t} \right|^2_{L^2(\Omega)} + \frac{\beta}{2} \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial x} \right|^2_{L^2(\Omega)} + \lambda^2 c \int_{\Omega} \left| F_{\varphi} \right|^2_{L^2(\Omega)} \, d\Omega. \tag{2.24}
\]

Returning to (2.22) we write

\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial t} \right|^2 d\Omega \right) + \alpha \int_{\Omega} \left| \frac{\partial \hat{v}}{\partial t} \right|^2 d\Omega + \beta \int_{\Omega} [\sin u_{g+\lambda \varphi} - \sin u_g] \frac{\partial \hat{v}}{\partial t} \, d\Omega \leq \lambda^2 c \int_{\Omega} \left| F_{\varphi} \right|^2_{L^2(\Omega)} \, d\Omega. \tag{2.25}
\]

Using the Gronwall’s lemma we obtain

\[
\left| \frac{\partial \hat{v}}{\partial t}(t) \right|^2_{L^2(\Omega)} + \left| \frac{\partial \hat{v}}{\partial x}(t) \right|^2_{L^2(\Omega)} \leq \lambda c \int_0^T \left| F_{\varphi} \right|^2_{L^2(\Omega)} \, dt, \tag{2.26}
\]

for all \( t \leq T \). Here \( \int_0^T \left| F_{\varphi} \right|^2_{L^2(\Omega)} \, dt \) is a constant independent of \( \lambda \), so we have

\[
\left| \frac{\partial \hat{v}}{\partial x}(t) \right|_{L^2(\Omega)} \leq c \lambda.
\]

Remembering that \( \hat{v} \in H^1_0(\Omega) \subset C(\bar{\Omega}) \), we obtain \( |\hat{v}(x, t)| \leq c \lambda \) for all \( x \in \bar{\Omega} \), and \( 0 < t < T \). Returning to (2.20) we see that

\[
|u_{g+\lambda \varphi}(x, t) - u_g(x, t)| \leq \lambda c, \quad \forall x \in \bar{\Omega}, \quad 0 < t < T. \tag{2.27}
\]

We know that

\[
|\sin u_{g+\lambda \varphi} - \sin u_g - (u_{g+\lambda \varphi} - u_g) \cos u_g| \leq |u_{g+\lambda \varphi} - u_g|^2, \tag{2.28}
\]
for all $x \in \Omega$, and $0 < t < T$:

$$|I_1| \leq c \int_{\Omega} |u_{g+\lambda \phi} - u_g|^2 |\partial R| \, dx$$

$$\leq c |u_{g+\lambda \phi} - u_g|_{L^\infty(\Omega)} |u_{g+\lambda \phi} - u_g|_{L^2(\Omega)} |\partial R|_{L^2(\Omega)}$$

$$\leq c \lambda^4 + \left( |\partial R|_{L^2(\Omega)} \right)^2.$$  \hfill (2.29)

With these estimates (2.17) becomes:

$$\frac{1}{2} \int_0^t \left[ \frac{\partial^2 R}{\partial x \partial t} \right]_L^2 + \left[ \frac{\partial^2 R}{\partial x^2} \right]_L^2 + c^2 \left[ \frac{\partial^2 R}{\partial x \partial t} \right]_L^2 \leq c \lambda^4 + \alpha \left[ \frac{\partial R}{\partial x} \right]_L^2.$$  \hfill (2.30)

Hence, using Gronwall’s inequality we obtain:

$$\left[ \frac{\partial R}{\partial t} \right]_L^2 + \left[ \frac{\partial R}{\partial x} \right]_L^2 \leq c \lambda^4, \text{ for all } t \leq T.$$  

For stronger estimates we multiply (2.16) by $\partial^3 R / \partial x^2 \partial t$, integrate over $\Omega$ and obtain:

$$\frac{1}{2} \int_0^t \left[ \frac{\partial^2 R}{\partial x \partial t} \right]_L^2 + \left[ \frac{\partial^2 R}{\partial x^2} \right]_L^2 + \alpha \left[ \frac{\partial^2 R}{\partial x^2} \right]_L^2 \leq c \lambda^4.$$  \hfill (2.31)

We notice that:

$$\int_{\Omega} \left[ \sin u_{g+\lambda \phi} - \sin u_g - \lambda w \cos u_g \right] \frac{\partial^3 R}{\partial x^2 \partial t} \, dx = \frac{d}{dt} \left( \sin u_{g+\lambda \phi} - \sin u_g - \lambda w \cos u_g, \frac{\partial^2 R}{\partial x^2} \right|_{L^2}$$

$$- \int_{\Omega} \left[ u_{g+\lambda \phi}' \cos u_{g+\lambda \phi} - u_g' \cos u_g - \lambda w' \cos u_g + \lambda w u_g' \sin u_g \right] \frac{\partial R}{\partial x} \, dx.$$  \hfill (2.32)

Using (2.32) in (2.31) we find:

$$\frac{d}{dt} \left[ \frac{1}{2} \left( \frac{\partial^2 R}{\partial x \partial t} \right|_{L^2} \right)^2 + \frac{1}{2} \left( \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right)^2 + \beta \left( \sin u_{g+\lambda \phi} - \sin u_g - \lambda w \cos u_g, \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right)^2 + \alpha \left( \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right)^2$$

$$= \beta \int_{\Omega} \left[ \cos u_{g+\lambda \phi} u_{g+\lambda \phi}' - \cos u_g u_g' - \lambda w' \cos u_g + \lambda w u_g' \sin u_g \right] \frac{\partial^2 R}{\partial x^2} \, dx.$$  \hfill (2.33)

We remark that:

$$\left| \left( \sin u_{g+\lambda \phi} - \sin u_g - \lambda w \cos u_g, \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right| \leq \left| \left( \sin u_{g+\lambda \phi} - \sin u_g - \cos u_g (u_{g+\lambda \phi} - u_g), \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right|$$

$$+ \left| \left( \cos u_g (u_{g+\lambda \phi} - u_g - \lambda w), \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right|. \hfill (2.34)$$

Using the same arguments as before we find:

$$\left| \left( \sin u_{g+\lambda \phi} - \sin u_g - \lambda w \cos u_g, \frac{\partial^2 R}{\partial x^2} \right|_{L^2} \right| \leq c \lambda^2 \left| \frac{\partial^2 R}{\partial x^2} \right|_{L^2}.$$  \hfill (2.35)
We notice that

\[
\frac{1}{2} \left| \frac{\partial^2 R}{\partial x \partial t} \right|^2 + \frac{1}{2} \left| \frac{\partial^2 R}{\partial x^2} \right|^2 + \frac{1}{2} \left( \sin u_{g+\lambda \varphi} - \sin u_g - \lambda w \cos u_g, \frac{\partial^2 R}{\partial x^2} \right)_{L^2} + c^2 \Lambda^4 \geq \frac{1}{2} \left| \frac{\partial R}{\partial x \partial t} \right|^2 + \frac{1}{2} \left| \frac{\partial^2 R}{\partial x^2} \right|^2. \tag{2.36}
\]

so we write

\[
\frac{d}{dt} \left[ \frac{1}{2} \left| \frac{\partial^2 R}{\partial x \partial t} \right|^2 + \frac{1}{2} \left| \frac{\partial^2 R}{\partial x^2} \right|^2 + \frac{1}{2} \left( \sin u_{g+\lambda \varphi} - \sin u_g - \lambda w \cos u_g, \frac{\partial^2 R}{\partial x^2} \right)_{L^2} + c^2 \Lambda^4 \right] + \frac{\partial R}{\partial x} \frac{\partial \Lambda}{\partial t} = \frac{1}{2} \int_{\Omega} \left| \left[ \left( \frac{\partial^2 R}{\partial x \partial t} \right)_{L^2} + \left( \frac{\partial^2 R}{\partial x^2} \right)_{L^2} \right] \right| dx. \tag{2.37}
\]

Using the same kind of estimates as before we find:

\[
|RHS| \leq c \lambda^4 + \frac{1}{4} \left| \frac{\partial R}{\partial x \partial t} \right|^2 + c |R'|^2_{L^2}.
\]

Using Gronwall’s lemma we obtain:

\[
\left| \frac{\partial^2 R}{\partial x \partial t} \right|^2 + \left| \frac{\partial^2 R}{\partial x^2} \right|^2 \leq c \lambda^4. \tag{2.39}
\]

This implies that \(|R|_H \leq c \lambda^2, H \) as in (2.13) with the norm given by (2.14), and thus

\[
\lim_{\lambda \to 0} \frac{|R|_H}{\lambda} = 0.
\]

We can now state and prove our main result from this section:

**Theorem 2.3** (necessary condition of optimality-NCO). Let \((\tilde{g}, \hat{u})\) be an optimal pair of problem \((P)\); then the following NCO holds in \((H^3_{1}(0, T))^\prime\) that is the dual of \((H^3_{1}(0, T))^\prime\):

\[
\tau \hat{u} + \tau \hat{w} + I \Lambda \hat{g} = 0, \tag{2.40}
\]

where \(I\) is the canonical isomorphism of \(H^3_{1}(0, T)\) onto \((H^3_{1}(0, T))^\prime\).

In (2.40), \((\tilde{u}, \hat{u})\) is the solution of the following system

\[
\begin{aligned}
\frac{\partial^2 u}{\partial t^2} + \alpha \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} + \beta \sin u &= 0, \\
\frac{\partial^2 \hat{w}}{\partial t^2} - \alpha \frac{\partial \hat{w}}{\partial t} - \frac{\partial^2 \hat{w}}{\partial x^2} + \beta \hat{w} \cos u &= \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial x^2}, \\
u(0, t) &= g_0, \quad u(L, t) = g_1, \quad \hat{w}(0, t) = 0, \quad \hat{w}(L, t) = 0, \\
u(x, 0) &= u_0, \quad \frac{\partial u}{\partial t}(x, 0) = u_1, \quad \hat{w}(x, T) = 0, \quad \frac{\partial u}{\partial t}(x, T) = \frac{\partial u}{\partial t}(x, T); \\
\end{aligned}
\]

\[
\begin{aligned}
g \to \langle g''(0) \rangle^2 + |g'''(0)|^2_{L^2(0, T)}^{1/2}. \quad \text{\footnote{The operator \(I\) can be “explicitly” defined by the solution of a boundary value problem which depends on the norm endowing \(H^3_{1}(0, T)\); which could be the norm of \(H^3(0, T)\) or}]
\end{aligned}
\]
\( \tau \) is the linear operator from \( H^2(\Omega) \) into \( \mathbb{R}^2 \) defined by:

\[
 u \mapsto \tau u = \left( -\frac{\partial u}{\partial x}(0), \frac{\partial u}{\partial x}(L) \right). \tag{2.42}
\]

**Proof.** Let \((\hat{g}, \hat{u})\) be an optimal pair. We know then that \((D\mathcal{J}/Dg)(\hat{g}) = 0\).

\[
\frac{D\mathcal{J}}{Dg}(\hat{g}) \cdot \varphi = \int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial \varphi}{\partial t} \right)_{L^2(\Omega)} dt + \int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial \varphi}{\partial x} \right)_{L^2(\Omega)} dt + l \int_0^T \left( g \cdot \varphi + \frac{dg}{dt} \cdot \frac{d\varphi}{dt} + \frac{d^2 g}{dt^2} \cdot \frac{d^2 \varphi}{dt^2} + \frac{d^3 g}{dt^3} \cdot \frac{d^3 \varphi}{dt^3} \right) dt,
\]

where \(w(\varphi) = (D\mathcal{J}/Dg)(\varphi)\) is the solution of (2.15).

Integrating by parts we obtain:

\[
\int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial \varphi}{\partial x} \right)_{L^2(\Omega)} dt = \int_0^T \frac{\partial u}{\partial t}(L) \varphi_1 dt - \int_0^T \frac{\partial u}{\partial t}(0) \varphi_0 dt - \int_0^T \int_0^L \frac{\partial^2 u}{\partial x^2} \cdot w \, dx \, dt \tag{2.44}
\]

We also have:

\[
\int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial \varphi}{\partial t} \right)_{L^2(\Omega)} dt = \int_0^T \frac{\partial u}{\partial t}(T) w(T) \, dx - \int_0^T \frac{\partial^2 u}{\partial t^2} \cdot w \, dx. \tag{2.43}
\]

With (2.41), using Fubini’s theorem and integration by parts we write:

\[
\int_0^T \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial t^2} \cdot w \right)_{L^2(\Omega)} dt = \int_0^T \left( \frac{\partial^2 \hat{w}}{\partial t^2} + \frac{\partial \hat{w}}{\partial t} \right)_{L^2(\Omega)} dt \tag{2.45}
\]

Returning to (2.43) we find:

\[
(D\mathcal{J}/Dg)(\hat{g}) \cdot \varphi = \int_0^T (\tau u) \varphi \, dt + \int_0^T \frac{\partial u}{\partial t}(T) w(T) \, dx - \int_0^T \frac{\partial \hat{w}}{\partial t}(T) w(T) \, dx \tag{2.46}
\]

Hence,

\[
(D\mathcal{J}/Dg)(\hat{g}) = (\tau u + \tau \hat{w} + l\hat{g}), \tag{2.46}
\]

and since, for an optimal pair \((\hat{g}, \hat{u})\), we have \((D\mathcal{J}/Dg)(\hat{g}) = 0\), (2.40) follows. \(\square\)
2.3. A uniqueness result for the optimal control problem

We know that if $\mathcal{J}$ is strictly convex the solution of the optimal problem is unique, see e.g. [5]. Our aim is now to show that for $l$ sufficiently large, the cost function

$$
\mathcal{J}(g) = \frac{1}{2} \int_0^T \left| \frac{\partial u_g}{\partial t} \right|_{L^2(\Omega)}^2 \, dt + \frac{1}{2} \int_0^T \left| \frac{\partial u_g}{\partial x} \right|_{L^2(\Omega)}^2 \, dt + \frac{l}{2} \|g\|_{H^3_0(0,T)}^2,
$$

is indeed strictly convex.

**Theorem 2.4.** Let $u_0 \in D(A)$, $u_1 \in V$ and let $\mathcal{J}$ be defined on a bounded, convex, closed, non-empty subset $\mathcal{C}$ of $H^3_0(0,T)$. Then there exists $l_0 = l(u_0, u_1, C, T)$, such that for any $l \geq l_0$, $\mathcal{J}$ is a strictly convex, lower semi-continuous function on $\mathcal{C}$.

**Proof.** We showed that $g \mapsto \mathcal{J}(g)$ is lower semi-continuous when we proved the existence result for the control problem and it remains to prove that $\mathcal{J}$ is strictly convex. To prove this it is sufficient to prove that the function

$$
f(\rho) = \mathcal{J}(g + \rho \varphi) \ (g, \varphi \text{ arbitrarily chosen in } H^3_0(0,T)),
$$

is strictly convex with respect to $\rho$ near $\rho = 0$, i.e. $f''(0) > 0$.

We know that $(Du_0/Dg)(\varphi) := w(\varphi)$ is the solution of (2.41). We then compute:

$$
f'(\rho) = \frac{D\mathcal{J}}{Dg}(g + \rho \varphi) \cdot \varphi = \int_0^T \left( \frac{\partial u}{\partial t}, \frac{\partial w}{\partial t} \right)_{L^2(\Omega)} \, dt + \int_0^T \left( \frac{\partial u}{\partial x}, \frac{\partial w}{\partial x} \right)_{L^2(\Omega)} \, dt + l(g + \rho \varphi, \varphi)_{H^3_0(0,T)}.
$$

We then consider $\omega = (D^2u/Dg^2) \cdot \varphi \cdot q$ and $w^1 = (Du/Dg) \cdot q$. One can show, as in Lemma 2.1, that $\omega$ is the solution of:

\begin{align}
\frac{\partial^2 \omega}{\partial t^2} + \alpha \frac{\partial \omega}{\partial t} - \frac{\partial^2 \omega}{\partial x^2} + \beta \omega \cos \varphi_g = \beta w w^1 \sin \varphi_g,
\omega(0,t) = 0, \quad \omega(L,t) = 0,
\omega(x,0) = 0, \quad \frac{\partial \omega}{\partial t}(x,0) = 0.
\end{align}

(2.47)

We take $q = \varphi$, so that $w^1 = w$. We then write

$$
f''(0) = \int_0^T \left| \frac{\partial w}{\partial t} \right|_{L^2(\Omega)}^2 \, dt + \int_0^T \left| \frac{\partial w}{\partial x} \right|_{L^2(\Omega)}^2 \, dt + \int_0^T \left( \frac{\partial u}{\partial x}, \frac{\partial \omega}{\partial x} \right)_{L^2(\Omega)} \, dt + \int_0^T \left( \frac{\partial u}{\partial t}, \frac{\partial \omega}{\partial t} \right)_{L^2(\Omega)} \, dt + l(\varphi)_{H^3_0(0,T)}.
$$

(2.48)

We know that

\begin{align}
\int_0^T \left( \frac{\partial u}{\partial x}, \frac{\partial \omega}{\partial x} \right)_{L^2(\Omega)} \, dt &\leq \left| \frac{\partial u}{\partial x} \right|_{L^2[0,T;L^2(\Omega)]} \left| \frac{\partial \omega}{\partial x} \right|_{L^2[0,T;L^2(\Omega)]}, \\
\int_0^T \left( \frac{\partial u}{\partial t}, \frac{\partial \omega}{\partial t} \right)_{L^2(\Omega)} \, dt &\leq \left| \frac{\partial u}{\partial t} \right|_{L^2[0,T;L^2(\Omega)]} \left| \frac{\partial \omega}{\partial t} \right|_{L^2[0,T;L^2(\Omega)]},
\end{align}

and so we obtain

$$
f''(0) \geq - \left| \frac{\partial u}{\partial x} \right|_{L^2[0,T;L^2(\Omega)]} \left| \frac{\partial \omega}{\partial x} \right|_{L^2[0,T;L^2(\Omega)]} - \left| \frac{\partial u}{\partial t} \right|_{L^2[0,T;L^2(\Omega)]} \left| \frac{\partial \omega}{\partial t} \right|_{L^2[0,T;L^2(\Omega)]} + l(\varphi)_{H^3_0(0,T)}.
$$
We need to estimate $\omega$, so we multiply equation (2.47)$_1$ by $\partial \omega / \partial t$ and we obtain:

$$\frac{1}{2} \frac{d}{dt} \left[ \left| \frac{\partial \omega}{\partial t} \right|^2_{L^2(\Omega)} + \left| \frac{\partial \omega}{\partial x} \right|^2_{L^2(\Omega)} \right] + \alpha \left| \frac{\partial \omega}{\partial t} \right|^2 = \beta \int_{\Omega} w \frac{\partial \omega}{\partial t} \sin u_g \, dx - \beta \int_{\Omega} \frac{\partial \omega}{\partial t} \cos u_g \, dx. \tag{2.49}$$

We can easily estimate the terms from the RHS of (2.49), using Poincaré’s inequality:

$$\left| \beta \int_{\Omega} w \frac{\partial \omega}{\partial t} \sin u_g \, dx \right| \leq |\beta| \int_{\Omega} |w|^2 \left| \frac{\partial \omega}{\partial t} \right| \, dx \leq c \int_{\Omega} |w|^4 \, dx + \frac{\alpha}{4} \int_{\Omega} \left| \frac{\partial \omega}{\partial t} \right|^2 \, dx,$n

$$\left| \beta \int_{\Omega} \frac{\partial \omega}{\partial t} \cos u_g \, dx \right| \leq |\beta| \int_{\Omega} \left| \frac{\partial \omega}{\partial t} \right| \, dx \leq \frac{\alpha}{4} \left| \frac{\partial \omega}{\partial t} \right|^2_{L^2(\Omega)} + c \left| \frac{\partial \omega}{\partial t} \right|^2_{L^2(\Omega)}.$$

Returning to (2.49) we find

$$\frac{d}{dt} \left[ \left| \frac{\partial \omega}{\partial t} \right|^2_{L^2(\Omega)} + \left| \frac{\partial \omega}{\partial x} \right|^2_{L^2(\Omega)} \right] + \alpha \left| \frac{\partial \omega}{\partial t} \right|^2 \leq c \int_{\Omega} |w|^4 \, dx + c \left| \frac{\partial \omega}{\partial t} \right|^2_{L^2(\Omega)}. \tag{2.50}$$

We then need to estimate $w$. We use the lifting function and write $w(x, t) = \gamma(x, t) + \phi(x, t)$ where $\phi(x, t) = \varphi_0(t) + (x/L)(\varphi_1(t) - \varphi_0(t))$. Then $\gamma$ satisfies:

$$\frac{\partial^2 \gamma}{\partial t^2} + \alpha \frac{\partial \gamma}{\partial t} - \frac{\partial^2 \gamma}{\partial x^2} + \beta \gamma \cos u_g = \tilde{F}(x, t),$$

$$\gamma(0, t) = 0, \quad \gamma(L, t) = 0, \tag{2.51}$$

$$\gamma(x, 0) = 0, \quad \frac{\partial \gamma}{\partial t}(x, 0) = 0,$$

where $\tilde{F}(x, t) = -[\partial^2 \phi / \partial t^2 + \alpha \partial \phi / \partial t + \beta \phi \cos u_g]$.

We make the same kind of calculations as before, multiply the first equation of (2.51) by $\partial \phi / \partial t$ and integrate over $\Omega$. We use as before the Gronwall lemma and we obtain:

$$\left| \frac{\partial \omega}{\partial t}(t) \right|^2_{L^2(\Omega)} + \left| \frac{\partial \omega}{\partial x}(t) \right|^2_{L^2(\Omega)} \leq c \int_0^T |w|^2_{L^2(\Omega)} |w|^2_{L^\infty(\Omega)} \, dt, \tag{2.52}$$

for all $t \leq T$.

We notice that

$$|w|^2_{L^\infty(\Omega)} \leq c (|\gamma|^2_{L^p(\Omega)} + |\phi\varphi|^2_{L^\infty(\Omega)}), \quad |w|^2_{L^2(\Omega)} \leq c (|\gamma|^2_{L^2(\Omega)} + |\phi\varphi|^2_{L^2(\Omega)}), \tag{2.53}$$

and so we obtain

$$\int_0^T |w|^2_{L^2(\Omega)} |w|^2_{L^\infty(\Omega)} \, dt \leq c|\varphi|^4_{H^1(0, T)}. \tag{2.54}$$

We return to (2.52) and we see that:

$$\int_0^T \left( \left| \frac{\partial \omega}{\partial t}(t) \right|^2_{L^2(\Omega)} + \left| \frac{\partial \omega}{\partial x}(t) \right|^2_{L^2(\Omega)} \right) \, dt \leq c|\varphi|^4_{H^1(0, T)}. \tag{2.55}$$
We return to $f''(0)$ and using (2.55) we obtain:

$$f''(0) \geq -c \left| \frac{\partial u}{\partial t} \right|^2_{L^2(0,T;L^2(\Omega))} \left| \varphi \right|^2_{H^1(0,T)} - c \left| \frac{\partial u}{\partial x} \right|^2_{L^2(0,T;L^2(\Omega))} \left| \varphi \right|^2_{H^1(0,T)} + l \left| \varphi \right|^2_{H^1(0,T)} = \left( 1 - c \left| \frac{\partial u}{\partial t} \right|^2_{L^2(0,T;L^2(\Omega))} - c \left| \frac{\partial u}{\partial x} \right|^2_{L^2(0,T;L^2(\Omega))} \right) \left| \varphi \right|^2_{H^1(0,T)}.$$  \hspace{1cm} (2.56)

The next step consists in bounding $|\partial u/\partial t|_{L^2(0,T;L^2(\Omega))}$ and $|\partial u/\partial x|_{L^2(0,T;L^2(\Omega))}$. Using the same estimates as for the proof of Theorem 1.2 we obtain

$$\left| \frac{\partial u}{\partial t} \right|^2_{L^2(\Omega)} + \left| \frac{\partial u}{\partial x} \right|^2_{L^2(\Omega)} \leq c \int_0^T |F(x,t)|^2_{L^2(\Omega)} \, dt + cT \leq c|g|_{H^1(0,T)}^2 + cT,$$

for all $t \leq T$. From the estimates above and from the fact that $J$ is defined on a bounded set $C$ we obtain that:

$$\left| \frac{\partial u}{\partial t} \right|_{L^2(0,T;L^2(\Omega))} \leq c, \quad \left| \frac{\partial u}{\partial x} \right|_{L^2(0,T;L^2(\Omega))} \leq c. \hspace{1cm} (2.57)$$

Looking to (2.56), we see that for $l$ big enough, $f''(0) > 0$, which is what we needed.

**Theorem 2.5.** Assume that $C$ and $l_0$ are as in Theorem 2.4. Then, for $l \geq l_0$, the optimal control problem $P$ has a unique solution.

### 3. Robust Control

In this section the boundary values are decomposed into the disturbance $h = (h_0, h_1) \in H^1_0(0,T)$ and the control $g = (g_0, g_1) \in H^1(0,T)$. The objective in the robust control problem is to find the best control $g$ in the presence of the worse disturbance $h$ which maximally spoils the control objective. The flow $u$ is related to the disturbance $h$ and the control $g$ through the system:

$$\frac{\partial^2 u}{\partial t^2} + \alpha \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} + \beta \sin u = 0, \quad \text{in } \Omega \times \mathbb{R}_+,$$

$$u(0,t) = g_0(t) + h_0(t), \quad u(L,t) = g_1(t) + h_1(t),$$

$$u(x,0) = u_0(x), \quad \frac{\partial u}{\partial t}(x,0) = u_1(x), \quad x \in \Omega. \hspace{1cm} (3.1)$$

The cost functional (Lagrangian) considered here is given by:

$$J(g, h) = \frac{1}{2} \int_0^T \left| \frac{\partial u(g, h)}{\partial t} \right|^2_{L^2(\Omega)} \, dt + \frac{1}{2} \int_0^T \left| \frac{\partial u(g, h)}{\partial x} \right|^2_{L^2(\Omega)} \, dt + \frac{l}{2} \left( g \right)^2_{H^1(0,T)} - \frac{m}{2} \left| h \right|^2_{H^1(0,T)},$$

where the scalar parameters $l, m > 0$ are given. The parameter $l$ may be interpreted as a measure of the “price” of the control and $m$ as a measure of the “price” of the disturbance.

**Definition 3.1.** If $(\hat{g}, \hat{h})$ is a saddle point of the cost functional $J$ defined above, then the disturbance $\hat{h} \in H^1(0,T)$, the control $\hat{g} \in H^1(0,T)$ and the corresponding solution $\hat{u}(\hat{g}, \hat{h})$ of (3.1) associated to $(\hat{g}, \hat{h})$ are said to solve the robust control problem.

We can solve the robust control problem by using, for instance, the following general result (see e.g., [5]):
Theorem 3.1. Let $J$ be a functional defined on $X \times Y$, where $X \subset X$ and $Y \subset Y$ are nonempty, closed, bounded, convex subsets, and $X, Y$ are reflexive Banach spaces. If $J$ satisfies

(a) $\forall g \in X$, $h \mapsto J(g, h)$ is concave and upper semi-continuous,

(b) $\forall h \in Y$, $g \mapsto J(g, h)$ is convex and lower semi-continuous,

then the functional $J$ has at least one saddle point $(\bar{g}, \bar{h})$ on $X \times Y$, such that

$$J(\bar{g}, \bar{h}) = \min_{g \in X} \max_{h \in Y} J(g, h) = \max_{h \in Y} \min_{g \in X} J(g, h).$$

Moreover, if $J$ is strictly convex with respect to $g$ for each $h$ and strictly concave with respect to $h$ for each $g$, then $(\bar{g}, \bar{h})$ is unique.

Proposition 3.1. We assume, in addition to the hypotheses (a) and (b), that

(a') $\forall g \in X$, $h \mapsto J(g, h)$ is Gâteaux-differentiable,

(b') $\forall h \in Y$, $g \mapsto J(g, h)$ is Gâteaux-differentiable.

Then $(\bar{g}, \bar{h}) \in X \times Y$ is a saddle point of $J$ if and only if

$$\left( \frac{D J}{D g}(\bar{g}, \bar{h}), g - \bar{g} \right) \geq 0, \forall g \in X, \quad (3.2)$$

$$\left( \frac{D J}{D h}(\bar{g}, \bar{h}), h - \bar{h} \right) \leq 0, \forall h \in Y. \quad (3.3)$$

If there is no constraint, i.e. $X = X$, $Y = Y$, the above inequalities become equalities. \hfill \Box

We now return to the robust control problem and we prove that we can apply Theorem 3.1.

Theorem 3.2. Let there be given $u_0 \in D(A)$, $u_1 \in V$ and assume that the cost functional $J$ is defined on $X \times Y$, where $X, Y \subset H^1(0, T)$ are non-empty, closed, convex, bounded sets. Then there exists $l_0$ and $m_0$ depending on the initial data and on the sets $X, Y$ such that, for any $l \geq l_0$ and $m \geq m_0$ we have:

(a) $\forall g \in X$, $h \mapsto J(g, h)$ is strictly concave and upper semi-continuous,

(b) $\forall h \in Y$, $g \mapsto J(g, h)$ is strictly convex and lower semi-continuous.

Proof. Since the norm is continuous, in order to prove the continuity we only need to verify the continuity of the first two terms in $J$ with respect to $(g, h)$. Let $u = u(g, h)$, $u_* = u(g_*, h_*)$ be the solutions of (3.1) associated with the corresponding boundary conditions.

Let $\delta g = g - g_*$, $\delta h = h - h_*$, $\delta u = u - u_*$. The lifting function is:

$$\phi(g, h)(x, t) = g_0(t) + h_0(t) + \frac{x}{L} (g_1(t) + h_1(t) - g_0(t) - h_0(t)).$$

We know that $u(g, h) = v(g, h) + \phi(g, h)$. We denote

$$\delta v = v(g, h) - v(g_*, h_*) = u(g, h) - u(g_*, h_*) - \phi(g, h) + \phi(g_*, h_*),$$

$$= \delta u - \phi(\delta g, \delta h).$$
We notice that $\delta v$ is solution of the following system:

$$
\frac{\partial^2 (\delta v)}{\partial t^2} + \alpha \frac{\partial (\delta v)}{\partial t} - \frac{\partial^2 (\delta v)}{\partial x^2} + \beta \sin(v + \phi(g, h)) - \beta \sin(v_0 + \phi(g_0 + h_0)) = \tilde{F},
$$

$$(\delta v)(0, t) = 0, \quad (\delta v)(L, t) = 0, \quad (\delta v)(x, 0) = 0, \quad \frac{\partial (\delta v)}{\partial t}(x, 0) = 0,
$$

(3.4)

where $\tilde{F}(x, t) = -\left(\frac{\partial^2 \phi(\delta g, \delta h)}{\partial t^2}(x, t) + \alpha(\partial \phi(\delta g, \delta h)/\partial t)(x, t)\right)$.

We perform the same kind of estimates as in the previous sections and we obtain:

$$
\left| \frac{\partial (\delta v)}{\partial t}(t) \right|^2_{L^2(\Omega)} + \left| \frac{\partial (\delta v)}{\partial x}(t) \right|^2_{L^2(\Omega)} \leq c \int_0^T \left[ |\tilde{F}|^2_{L^2(\Omega)} + |\phi(\delta g, \delta h)|^2_{L^2(\Omega)} \right] \, ds.
$$

(3.5)

Taking into account the definition of $\tilde{F}$ and $\phi(\delta g, \delta h)$ we easily find:

$$
\int_0^T \left[ \left| \frac{\partial (\delta v)}{\partial t}(t) \right|^2_{L^2(\Omega)} + \left| \frac{\partial (\delta v)}{\partial x}(t) \right|^2_{L^2(\Omega)} \right] \, dt \leq c \left[ |\delta g|_{L^2(0,T)}^2 + |\delta h|_{L^2(0,T)}^2 \right] .
$$

(3.6)

From (3.6) we obtain that

$$
\forall \ g \in \mathcal{X}, \ h \mapsto \mathcal{J}(g, h) \text{ is upper semi-continuous},
$$

$$
\forall \ h \in \mathcal{Y}, \ g \mapsto \mathcal{J}(g, h) \text{ is lower semi-continuous}.
$$

It now remains to prove that

$$
\forall \ g \in \mathcal{X}, \ h \mapsto \mathcal{J}(g, h) \text{ is strictly concave},
$$

$$
\forall \ h \in \mathcal{Y}, \ g \mapsto \mathcal{J}(g, h) \text{ is strictly convex}.
$$

Because the proofs are similar, we only prove that $h \mapsto \mathcal{J}(g, h)$ is strictly concave $\forall \ g \in \mathcal{X}$.

We introduce the function $f(\rho) = \mathcal{J}(g, h + \rho h_0)$, where $g, h, h_0 \in \mathcal{F}$ are arbitrarily chosen. In order to prove the concavity, it is sufficient to show that $f$ is concave with respect to $\rho$ near $\rho = 0$, i.e. $f''(0) < 0$. Let $w_0(0, h_0) = \frac{D\rho}{Dh} \cdot h_0 \circ \cdot h_0$, which is solution of the system:

$$
\begin{cases}
\frac{\partial^2 w_0}{\partial t^2} + \alpha \frac{\partial w_0}{\partial t} - \frac{\partial^2 w_0}{\partial x^2} + \beta w_0 \cos u_{g, h} = 0, \\
w_0(0, t) = h_0(t), \quad w_0(L, t) = h_1(t), \\
w_0(0, 0) = 0, \quad \frac{\partial w_0}{\partial t}(x, 0) = 0.
\end{cases}
$$

(3.7)

We then compute:

$$
f'(\rho) = \frac{D\mathcal{J}}{Dh}(g, h + \rho h_0) \cdot h_0 = \int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial w_0}{\partial t} \right)_{L^2(\Omega)} \, dt + \int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial w_0}{\partial x} \right)_{L^2(\Omega)} \, dt - m(h + \rho h_0, h_0)_{\mathcal{F}(0,T)}.
$$

We also consider $\tilde{w}(0, h_0) = (D^2 u/Dh^2) \cdot h_0 \cdot h_0$, which is solution of the system:

$$
\begin{cases}
\frac{\partial^2 \tilde{w}}{\partial t^2} + \alpha \frac{\partial \tilde{w}}{\partial t} - \frac{\partial^2 \tilde{w}}{\partial x^2} + \beta \tilde{w} \cos u(g, h) = \beta w_0 w_0, \\
\tilde{w}(0, t) = 0, \quad \tilde{w}(L, t) = 0, \\
\tilde{w}(x, 0) = 0, \quad \frac{\partial \tilde{w}}{\partial t}(x, 0) = 0.
\end{cases}
$$

(3.8)
where \( w_{**} = (Du/Dh) \cdot h_{**} \). Taking \( h_* = h_{**} \) we obtain \( w_* = w_{**} \) and we can see that \( \tilde{w}(0, h_*) = (D^2 u/Dh^2) \cdot h_* \). \( h_* \cdot h_* \) is solution of the system:

\[
\begin{align*}
\partial^2 \tilde{w} + \alpha \frac{\partial \tilde{w}}{\partial t} + \beta \tilde{w} \cos u(g, h) &= \beta w_* \sin u(g, h), \\
\tilde{w}(0, t) &= 0, \\
\tilde{w}(L, t) &= 0, \\
\tilde{w}(x, 0) &= 0, \\
\frac{\partial \tilde{w}}{\partial t}(x, 0) &= 0.
\end{align*}
\]

(3.9)

We can now compute:

\[
f''(0) = \int_0^T \left| \frac{\partial w_*}{\partial t} \right|^2_{L^2(\Omega)} dt + \int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial \tilde{w}}{\partial t} \right)_{L^2(\Omega)} dt + \int_0^T \left| \frac{\partial w_*}{\partial x} \right|^2_{L^2(\Omega)} dt \\
+ \int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial \tilde{w}}{\partial x} \right)_{L^2(\Omega)} dt - m |h_*|^2_{H^3(0, T)}.
\]

(3.10)

We show that for \( m \) large enough, the last term dominates the expression (3.10) and we obtain \( f''(0) < 0 \). To estimate the first terms of \( f''(0) \) we need to estimate \( w_* \) and \( \tilde{w} \).

We first estimate \( w_* \). We write \( w_*(x, t) = \gamma(x, t) + \phi(x, t) \) where \( \phi(x, t) = h_0(t) + (x/L)(h_1(t) - h_0(t)) \). Then \( \gamma \) is solution of the system:

\[
\begin{align*}
\partial^2 \gamma + \alpha \frac{\partial \gamma}{\partial t} + \beta \gamma \cos u(g, h) &= \tilde{F}, \\
\gamma(0, t) &= 0, \\
\gamma(L, t) &= 0, \\
\gamma(x, 0) &= 0, \\
\frac{\partial \gamma}{\partial t}(x, 0) &= 0,
\end{align*}
\]

(3.11)

where \( \tilde{F}(x, t) = - \left[ \partial^2 \phi/\partial t^2 + \alpha \partial \phi/\partial t + \beta \phi \cos u(g, h) \right] \).

By the usual methods we find:

\[
\left| \frac{\partial \gamma}{\partial t}(t) \right|^2_{L^2(\Omega)} + \left| \frac{\partial \gamma}{\partial x}(t) \right|^2_{L^2(\Omega)} \leq c \int_0^T \left| \tilde{F}(x, t) \right|^2_{L^2(\Omega)} dt \leq c |h_*|^2_{H^3(0, T)},
\]

(3.12)

for all \( t \leq T \). Remembering that \( w_* = \gamma + \phi \), we easily infer from (3.12) that

\[
\int_0^T \left| \frac{\partial w_*}{\partial t}(t) \right|^2_{L^2(\Omega)} dt + \int_0^T \left| \frac{\partial w_*}{\partial x}(t) \right|^2_{L^2(\Omega)} dt \leq c |h_*|^2_{H^3(0, T)}.
\]

(3.13)

Next step is to estimate

\[
\left| \int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial \tilde{w}}{\partial t} \right)_{L^2(\Omega)} dt \right| \text{ and } \left| \int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial \tilde{w}}{\partial x} \right)_{L^2(\Omega)} dt \right|.
\]

(3.14)

By Schwarz’s inequality, it suffices to estimate \( \partial u/\partial t, \partial \tilde{w}/\partial t, \partial u/\partial x, \partial \tilde{w}/\partial x \) in \( L^2(0, T; L^2(\Omega)) \).

For \( \tilde{w} \), we multiply the first equation of (3.9) by \( \partial \tilde{w}/\partial t \) and integrate over \( \Omega \). We obtain after some elementary computations:

\[
\frac{d}{dt} \left[ \left| \frac{\partial \tilde{w}}{\partial t} \right|^2_{L^2(\Omega)} + \left| \frac{\partial \tilde{w}}{\partial x} \right|^2_{L^2(\Omega)} \right] + \alpha \left| \frac{\partial \tilde{w}}{\partial t} \right|^2_{L^2(\Omega)} \leq c \left| \frac{\partial \tilde{w}}{\partial x} \right|^2_{L^2(\Omega)} + c \int \Omega \tilde{w}^4 dx.
\]

(3.15)
Noticing that $w_\ast = \gamma + \phi_{h_\ast}$, where $\gamma \in H^1_0(\Omega) \subset L^\infty(\Omega)$ and $\phi_{h_\ast} \in L^\infty(\Omega)$, we find

$$
\int_0^T \int_\Omega w^4 \, dx \, dt \leq \int_0^T |w_\ast|_{L^\infty(\Omega)}^2 |w_\ast|_{L^2(\Omega)}^2 \, dt \leq c|h_\ast|_{H^3(0,T)}^4.
$$

Using the Gronwall lemma we obtain:

$$
\int_0^T \left[ \left| \frac{\partial \tilde{w}}{\partial t}(t) \right|_{L^2(\Omega)}^2 + \left| \frac{\partial \tilde{w}}{\partial x}(t) \right|_{L^2(\Omega)}^2 \right] \, dt \leq c|h_\ast|_{H^3(0,T)}^4.
$$

(3.16)

We now return to $f''(0)$ and we find:

$$
f''(0) \leq |h_\ast|_{H^3(0,T)}^2 \left( c + c \left| \frac{\partial u}{\partial x} \right|_{L^2(0,T;L^2(\Omega))} + c \left| \frac{\partial u}{\partial t} \right|_{L^2(0,T;L^2(\Omega))} - m \right).
$$

(3.17)

For the estimates of $\partial u/\partial t$ and $\partial u/\partial x$ we can repeat the calculations made in Section 2.3 and we obtain the following estimates:

$$
\left| \frac{\partial u}{\partial t} \right|_{L^2(0,T;L^2(\Omega))} \leq c|g|_{H^3(0,T)}^2 + c|h|_{H^3(0,T)}^2 + cT,
$$

$$
\left| \frac{\partial u}{\partial x} \right|_{L^2(\Omega)} \leq c|g|_{H^3(0,T)}^2 + c|h|_{H^3(0,T)}^2 + cT.
$$

We assumed that $J$ is defined on $X \times Y$ where $X$ and $Y$ are both bounded. We obtain immediately:

$$
\left| \frac{\partial u}{\partial t} \right|_{L^2(0,T;L^2(\Omega))} \leq c(T,X,Y), \quad \left| \frac{\partial u}{\partial x} \right|_{L^2(0,T;L^2(\Omega))} \leq c(T,X,Y).
$$

Returning to (3.17) we see that there exists an $m_0$ such that, for $m \geq m_0$, $f''(0) < 0$. Hence $h \mapsto J(g,h)$ is strictly concave for any $g \in X$.

We conclude by stating the main result of this section:

**Theorem 3.3** (existence and uniqueness of the solution to the robust control problem). Assume that $X$ and $Y$ are non-empty, closed, convex, bounded sets; $X, Y \subset H^3_0(0,T)$ and that $l \geq l_0$, $m \geq m_0$, where $m_0, l_0$ are like in the previous lemma. Then there exists a unique saddle point $(\hat{g}, \hat{h}) \in X \times Y$ and the corresponding $\hat{u} = u(\hat{g}, \hat{h})$ such that

$$
J(\hat{g}, \hat{h}) = \min_{g \in X} \max_{h \in Y} J(g,h).
$$

4. **Miscellaneous remarks**

We conclude with a remark in the following subsection and an auxiliary result in the next one.

4.1. **Remark concerning the weak solutions of the sine-Gordon equation**

Much of what was done in the previous sections, is valid for weaker solutions of system (1.7), that is $u \in L^2([0,T],V)$ with $u' \in L^2([0,T],H)$. We assume $u_0 \in V$, $u_1 \in H$ and that the boundary conditions are given functions from $H^3_0(0,T) = \{ v \in H^2(0,T), v(0) = 0 \}$ instead of functions from $H^2_0(0,T)$. All the estimates made for strong solutions are still true because of a technical result from [15]:
Lemma 4.1. Assume that \( w \in L^2(0, T; V) \), \( w' \in L^2(0, T; H) \) and \( w'' + Aw \in L^2(0, T; H) \). Then, after modification on a set of measure zero, \( w \) is continuous from \([0, T]\) into \( V \), \( w' \) is continuous from \([0, T]\) into \( H \) and in the sense of distributions on \((0, T)\)

\[
2(w'' + Aw, w') = \frac{d}{dt} \left\{ |w'|^2 + a(w, w) \right\}. 
\]

However, when working with weak solutions, we are not able to obtain a necessary condition for optimality nor the characterization of the gradient as obtained in the next subsection; hence our choice to work with strong solutions.

4.2. Identification of the gradients and characterization of the solutions of the robust control problem

In this section we characterize the gradients of the cost functional with respect to the control \( g \) and the disturbance \( h \). In Section 3 we saw that the existence of a saddle point \((\tilde{g}, \tilde{h})\) of the functional \( J \) implies

\[
\left\{ \begin{array}{l}
\frac{D}{Dg}(\tilde{g}, \tilde{h}, g - \tilde{g}) \geq 0, \forall g \in \mathcal{X}, \\
\frac{D}{Dh}(\tilde{g}, \tilde{h}, h - \tilde{h}) \leq 0, \forall h \in \mathcal{Y}.
\end{array} \right.
\]

(4.1)

We should notice that for a solution \((g, h)\) to the robust control problem we may not have \((D\mathcal{J}/Dg)(g, h) = (D\mathcal{J}/Dh)(g, h) = 0\), as they may be located on the boundary of the domain \( \mathcal{X} \times \mathcal{Y} \). We obtain this relation if \((g, h)\) is in the interior of \( \mathcal{X} \times \mathcal{Y} \) or if \( \mathcal{X} \) and \( \mathcal{Y} \) are all of \( \mathbb{H}^1(0, T) \) but for this second variant we do not have the existence of a solution of the robust control problem, as it is essential that \( \mathcal{X} \) and \( \mathcal{Y} \) are bounded sets.

Differentiation of \( J \) leads to the following expressions:

\[
\frac{D}{Dg}(g, h) \cdot \tilde{g} = \int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial w_s}{\partial t} \right)_{L^2(\Omega)} dt + \int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial w_s}{\partial x} \right)_{L^2(\Omega)} dt + l(g, \tilde{g})_{\mathbb{H}^1(0, T)},
\]

(4.2)

\[
\frac{D}{Dh}(g, h) \cdot \tilde{h} = \int_0^T \left( \frac{\partial u}{\partial t} \cdot \frac{\partial \tilde{w}}{\partial t} \right)_{L^2(\Omega)} dt + \int_0^T \left( \frac{\partial u}{\partial x} \cdot \frac{\partial \tilde{w}}{\partial x} \right)_{L^2(\Omega)} dt - m(h, \tilde{h})_{\mathbb{H}^1(0, T)},
\]

(4.3)

where \( w_s = (Du/Dg) \cdot \tilde{g} \) and \( \tilde{w} = (Du/Dh) \cdot \tilde{h} \).

We also introduce the following adjoint state equation:

\[
\frac{\partial^2 \tilde{w}}{\partial t^2} - \alpha \frac{\partial \tilde{w}}{\partial t} - \frac{\partial^2 \tilde{w}}{\partial x^2} + \beta \tilde{w} \cos u = \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 w}{\partial x^2},
\]

\[
\tilde{w}(0, t) = 0, \quad \tilde{w}(L, t) = 0,
\]

\[
\tilde{w}(x, T) = 0, \quad \frac{\partial \tilde{w}}{\partial t}(x, T) = \frac{\partial u}{\partial t}(x, T).
\]

(4.4)

Proposition 4.1. Let \( u(g, h) \) be the solution of system (3.1) and let \( w = (Du/Dg) \cdot \tilde{g} + (Du/Dh) \cdot \tilde{h} \) be the solution of the following system:

\[
\frac{\partial^2 w}{\partial t^2} + \alpha \frac{\partial w}{\partial t} - \frac{\partial^2 w}{\partial x^2} + \beta w \cos u = 0,
\]

\[
w(0, t) = \tilde{g}_0 + \tilde{h}_0, \quad w(L, t) = \tilde{g}_1 + \tilde{h}_1,
\]

\[
w(x, 0) = 0, \quad \frac{\partial w}{\partial t}(x, 0) = 0.
\]

(4.5)
Let \( \hat{w} \) be the solution of the adjoint state equation (4.4). Then we obtain:

\[
\int_0^T \left( \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial x^2}, w \right)_{L^2(\Omega)} dt = \int_{\Omega} \frac{\partial u}{\partial t}(T)w(T) dx - \int_0^T \frac{\partial \hat{w}}{\partial x}(L)(\tilde{g}_1 + \tilde{h}_1) dt + \int_0^T \frac{\partial \hat{w}}{\partial x}(0)(\tilde{g}_0 + \tilde{h}_0) dt. \tag{4.6}
\]

**Proof.** The proof follows immediately using elementary computations based on integrations by parts. \( \square \)

As in Section 2.3, we introduce the operator \( \tau \) defined on \( H^2(\Omega) \), \( \tau u = \left( -\frac{\partial u}{\partial x}(0), \frac{\partial u}{\partial x}(L) \right) \). With this notation we can rewrite (4.6) as

\[
\int_0^T \left( \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial x^2}, w \right)_{L^2(\Omega)} dt = \int_{\Omega} \frac{\partial u}{\partial t}(T)w(T) dx - \int_0^T \tau(\hat{w}) \cdot (\tilde{g} + \tilde{h}) dt. \tag{4.7}
\]

Returning to (4.2) and noticing that \( w_* = w(\tilde{g}, 0) \) we obtain:

\[
\begin{align*}
\frac{D\mathcal{J}}{Dg}(g, h) \cdot \tilde{g} &= \int_0^T \frac{\partial u}{\partial t}(T)w_*(T) dx + \int_0^T \frac{\partial u}{\partial x}(L)\tilde{g}_1 dt - \int_0^T \frac{\partial u}{\partial x}(0)\tilde{g}_0 dt \\
&- \int_0^T \int_{\Omega} \left( \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial x^2}, w_* \right)_{L^2(\Omega)} dt + l(g, \tilde{g})_{H^2(0,T)}.
\end{align*}
\]

Taking \( \tilde{h} = 0 \) in (4.7) we obtain:

\[
\frac{D\mathcal{J}}{Dg}(g, h) \cdot \tilde{g} = \int_0^T (\tau u)\tilde{g} dt + \int_0^T (\tau \hat{w})\tilde{g} dt + l(g, \tilde{g})_{H^2(0,T)}.
\]

Taking an arbitrary \( \tilde{g} \) we find the expression for the gradient \( D\mathcal{J}/Dg \):

\[
\frac{D\mathcal{J}}{Dg}(g, h) = \tau u + \tau \hat{w} + l\Lambda g.
\]

Similarly we find:

\[
\frac{D\mathcal{J}}{Dh}(g, h) = \tau u + \tau \hat{w} - m\Lambda h.
\]

We can now state the main result of this section:

**Theorem 4.1.** For \( m \) and \( l \) large enough, the solution to the robust control exists and is unique. Furthermore, the gradients of the cost functional are given by \( (D\mathcal{J}/Dg)(g, h) = \tau u + \tau \hat{w} + l\Lambda g \) and \( (D\mathcal{J}/Dh)(g, h) = \tau u + \tau \hat{w} - m\Lambda h \), where \((u, \hat{w})\) is the solution of the following system:

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} + \alpha \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} + \beta \sin u &= 0, \\
\frac{\partial^2 \hat{w}}{\partial t^2} - \alpha \frac{\partial \hat{w}}{\partial t} - \frac{\partial^2 \hat{w}}{\partial x^2} + \beta \hat{w} \cos u &= \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 \hat{w}}{\partial x^2}, \\
\frac{u(0, t)}{g_0 + h_0}, \quad u(L, t) &= g_1 + h_1, \quad \hat{w}(0, t) = 0, \quad \hat{w}(L, t) = 0, \\
u(x, 0) &= u_0, \quad \frac{\partial u}{\partial t}(x, 0) = u_1, \quad \hat{w}(x, T) = 0, \quad \frac{\partial \hat{w}}{\partial t}(x, T) = \frac{\partial u}{\partial t}(x, T).
\end{align*}
\]
Proof. The existence and uniqueness of the solution to the robust control problem are given in Section 3. The other statements have been already proven in this section. □
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