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Abstract. We consider a quantum particle in a 1D infinite square potential well with variable length. It is a nonlinear control system in which the state is the wave function $\phi$ of the particle and the control is the length $l(t)$ of the potential well. We prove the following controllability result: given $\phi_0$ close enough to an eigenstate corresponding to the length $l = 1$ and $\phi_f$ close enough to another eigenstate corresponding to the length $l = 1$, there exists a continuous function $l: [0, T] \rightarrow \mathbb{R}_+^*$ with $T > 0$, such that $l(0) = 1$ and $l(T) = 1$, and which moves the wave function from $\phi_0$ to $\phi_f$ in time $T$. In particular, we can move the wave function from one eigenstate to another one by acting on the length of the potential well in a suitable way. Our proof relies on local controllability results proved with moment theory, a Nash-Moser implicit function theorem and expansions to the second order.
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1. INTRODUCTION

1.1. Main result

We consider a quantum particle in a potential well with variable length $l(\tau)$, where

$$l: [0, +\infty) \rightarrow (0, +\infty)$$

$$\tau \mapsto l(\tau)$$

is a continuous function of the time variable $\tau$. At any time $\tau$, the particle is represented by a wave function $\phi(\tau, z)$,

$$\phi: [0, +\infty) \times (0, l(\tau)) \rightarrow \mathbb{C}$$

$$(\tau, z) \mapsto \phi(\tau, z)$$

where $z$ is the space variable. The physical meaning of $|\phi(\tau, z)|^2 \, dz$ is the probability of the particle to be in an elementary volume $dz$ surrounding the position $z$ at time $\tau$, thus, at any time $\tau$, the wave function defines...
a point on the $L^2((0,l(\tau)), \mathbb{C})$-sphere
$$\int_0^{l(\tau)} |\phi(\tau, z)|^2 dz = 1. \quad (1.1)$$
This wave function is solution of the following Schrödinger equation
$$(\Sigma) \left\{ \begin{array}{l}
i \frac{\partial \phi}{\partial \tau}(\tau, z) = -\frac{\partial^2 \phi}{\partial z^2}(\tau, z), \tau \in \mathbb{R}^+ \times \mathbb{Z}, \quad \phi(\tau, 0) = \phi(\tau, l(\tau)) = 0, \tau \in \mathbb{R}^+. \end{array} \right.$$

The system $(\Sigma)$ is a control system in which

- the state is the wave function $\phi$, with (1.1) for every $\tau$;
- the control is the function $l$, with $l(0) = l(\tau_f) = 1$, where $\tau_f$ is the final time.

In order to work on a more convenient control system, we perform changes of space variable $\tau \rightarrow t$, wave function $\phi(\tau, z) \rightarrow \psi(t, x)$, and control $l \rightarrow u$ which are presented in Section 1.3. They lead to the equivalent nonlinear control system
$$(\Sigma) \left\{ \begin{array}{l}
i \frac{\partial \psi}{\partial t}(t, x) = -\frac{\partial^2 \psi}{\partial x^2}(t, x) + [d(t) - 4u^2(t)]x^2 \psi(t, x), t \in \mathbb{R}^+, x \in (0, 1), \quad \psi(t, 0) = \psi(t, 1) = 0, t \in \mathbb{R}^+. \end{array} \right.$$
in which

- the state variable is the wave function $\psi$, with $\int_0^1 |\psi(t, x)|^2 dx = 1$ for every $t$;
- the control is the real valued time depending function $u$, with $u(0) = u(t_f) = 0$, $\int_0^{t_f} u(s) ds = 0$ where $t_f$ is the final time.

The system $(\Sigma)$ is easier to deal with than $(\tilde{\Sigma})$ because it is posed on a fixed space domain.

**Definition 1.** Let $T_1 < T_2$ be two real numbers and $u \in C^1([T_1, T_2], \mathbb{R})$. A function $\psi$ is a solution of $(\Sigma)$ if $\psi$ belongs to $C^0([T_1, T_2], L^2(\mathbb{R}^+, \mathbb{Z})) \cap C^1([T_1, T_2], L^2((0, 1), \mathbb{C}))$ and satisfies the first equality of $(\Sigma)$ in $L^2((0, 1), \mathbb{R})$, for every $t \in (T_1, T_2)$. Then, we say that $(\psi, u)$ is a trajectory of the control system $(\Sigma)$.

We give a sense to the solution of the initial problem $(\tilde{\Sigma})$, posed on a variable domain, by using this definition of solution for the new system $(\Sigma)$ posed on a fixed domain : given a regular function $l : [0, +\infty) \rightarrow (0, +\infty)$ (regular enough so that the corresponding function $u$ is $C^1$), a function $\phi(\tau, z)$ is said to be a solution of $(\tilde{\Sigma})$ if the corresponding function $\psi(t, x)$ through the changes $z \rightarrow x$ and $\tau \rightarrow t$, $l \rightarrow u$ is a solution of $(\Sigma)$ in the sense of the previous definition.

Let us introduce the unitary $L^2((0, 1), \mathbb{C})$-sphere $S$ and the operator $A$ defined by
$$D(A) := H^2 \cap H^1_0((0, 1), \mathbb{C}), \quad A\varphi := -\varphi''.$$ 
For every $n \in \mathbb{N}^*$,
$$\varphi_n(x) := \sqrt{2} \sin(n\pi x) \quad (1.2)$$
is an eigenvector of $A$ associated to the eigenvalue $\lambda_n := (n\pi)^2$ and the family $(\varphi_n)_{n \in \mathbb{N}^*}$ is orthonormal in $L^2((0, 1), \mathbb{C})$. For every $n \in \mathbb{N}^*$, the function
$$\psi_n(t, x) := \varphi_n(x)e^{-i\lambda_n t}$$
is a solution of $(\Sigma)$ with $u \equiv 0$. For $s > 0$, we introduce the space
$$H^s_0((0, 1), \mathbb{C}) := D \left( A^{s/2} \right).$$
Since we will work with control functions \( u \) with zero mean value, we introduce, for \( s \geq 0 \), the spaces

\[
\mathcal{H}^s_0((0, T), \mathbb{R}) := \left\{ u \in H^s_0((0, T), \mathbb{R}); \int_0^T u(t) \, dt = 0 \right\}.
\]

We write \( \mathcal{L}^s((0, T), \mathbb{R}) \) instead of \( \mathcal{H}^s_0((0, T), \mathbb{R}) \). The main result of this article is the following one.

**Theorem 1.** Let \( \epsilon > 0 \). For every \( n \in \mathbb{N}^+ \), there exists \( \eta_n > 0 \) such that, for every \( n_0, n_f \in \mathbb{N}^+ \), for every \( \varphi_0, \varphi_f \in H^{5+\epsilon}_0((0, 1), \mathbb{R}) \cap S \) with

\[
\| \varphi_0 - \varphi_{n_0} \|_{H^{5+\epsilon}} < \eta_{n_0}, \quad \| \varphi_f - \varphi_{n_f} \|_{H^{5+\epsilon}} < \eta_{n_f},
\]

there exists a time \( T \) and a trajectory \( (\varphi, u) \) of \( (\Sigma) \) on \( [0, T] \) which satisfies \( \varphi(0) = \varphi_0, \varphi(T) = \varphi_f \), and \( u \in \mathcal{H}^{5+\epsilon}_0((0, T), \mathbb{R}) \).

Thus, we also have the following important corollary.

**Corollary 1.** For every \( n_0, n_f \in \mathbb{N}^+ \), there exists a time \( T > 0 \) and a trajectory \( (\phi, l) \) of \( (\Sigma) \) on \( [0, T] \) such that \( l \in C^2([0, T], \mathbb{R}^+) \), \( l(0) = l(T) = 1 \), \( \phi(0) = \varphi_{n_0}, \phi(T) = \varphi_{n_f} \).

Using the changes of variables presented in Section 1.3 this corresponds to the following controllability result for the initial system.

**Theorem 2.** For every \( n_0, n_f \in \mathbb{N}^+ \), there exists \( T > 0 \) and a trajectory \( (\psi, u) \) of \( (\Sigma) \) on \( [0, T] \) which satisfies \( \psi(0) = \varphi_{n_0}, \psi(T) = \varphi_{n_f} \), and \( u \in \mathcal{H}^{5+\epsilon}_0((0, T), \mathbb{R}) \).

In Section 1.2, one mentions some other works about the controllability of Schrödinger equations using other methods.

In Section 1.3, one notes the changes of variables and functions that transform \( (\Sigma) \) into \( (\Sigma) \).

In Section 1.4, one presents a previous non controllability result for \( (\Sigma) \) and explain why this negative result can hold at the same time as the affirmative controllability result (Th. 1).

In Section 1.5, one gives a sketch of the proof: the global strategy is a compactness argument that needs local controllability results around many periodic trajectories. All those local results are proved thanks to the linearization principle for control problems. However the controllability of the linearized systems does not hold in suitable functional spaces, because of a loss of regularity, so, one cannot conclude with the inverse mapping theorem, and we use a Nash-Moser theorem. For some of those trajectories, the linearized system misses certain directions (it is controllable ‘up to codimension one’) and we exploit second order terms.

Sections 2–6 are dedicated to the different steps of the proof, announced in Section 1.5.

Finally, Section 7 gives some remarks and conjectures about this work.

### 1.2. A brief literature review

An good introduction to control questions for Schrödinger equations is [38].

First, the controllability of *finite dimensional* quantum systems (i.e. modeled by an ordinary differential equation) is well understood. Let us consider the quantum system

\[
\frac{dX}{dt} = H_0 X + u(t) H_1 X,
\]

where \( X \in \mathbb{C}^n \) is the state, \( H_0, H_1 \) are \( n \times n \) hermitian matrices, and \( t \mapsto u(t) \in \mathbb{R} \) is the control. The controllability of (1.3) is linked to the rank of the Lie algebra spanned by \( H_0 \) and \( H_1 \) (see for instance [1,3,11]).

Another interpretation of the controllability of (1.3) is the connectivity graph criterion [37].

In *infinite dimension*, there are cases where the iterated Lie brackets provide the right intuition. For instance, it holds for the harmonic oscillator [35]. However, the Lie brackets are often less powerful in infinite dimension...
than in finite dimension, thus, the exact controllability of an *infinite dimensional* bilinear system (i.e. modeled by a partial differential equation) is a more difficult problem.

Results on distributed and boundary exact controllability for linear Schrödinger equations are the subjects of [31–34].

Optimal control techniques have been investigated for Schrödinger equations with a non linearity of Hartree type in [5,12] and [7]. An algorithm for the calculus of such optimal control is studied in [6].

Finally, non controllability results are proved in [37] and [28] for some particular linear and non linear Schrödinger equations. The result of [37] is discussed in Section 1.4.

1.3. Changes of time variable, space variable and wave function

In order to get a problem posed on a fixed domain, we consider the change of space variable and function

\[ x := \frac{1}{l(\tau)} z, \]

\[ \zeta(\tau, x) := \phi(\tau, z). \]

We get the following system

\[
\begin{aligned}
& i \frac{\partial \zeta}{\partial \tau}(\tau, x) = - \frac{1}{l(\tau)^2} \frac{\partial^2 \zeta}{\partial x^2}(\tau, x) + i \frac{l(\tau)}{l(\tau)^2} \frac{\partial \zeta}{\partial x}(\tau, x), \tau \in \mathbb{R}_+, x \in (0, 1), \\
& \zeta(\tau, 0) = \zeta(\tau, 1) = 0.
\end{aligned}
\]

In order to make disappear the term before the Laplacian, we consider the change of time variable defined by

\[ t := \int_0^\tau \frac{1}{l(\sigma)} \, d\sigma, \]

\[ \xi(t, x) := \zeta(\tau, x), \]

which gives

\[
\begin{aligned}
& i \frac{\partial \xi}{\partial t}(t, x) = - \frac{\partial^2 \xi}{\partial x^2}(t, x) + i 4u(t) x \frac{\partial \xi}{\partial x}(t, x), t \in \mathbb{R}_+, x \in (0, 1), \\
& \xi(t, 0) = \xi(t, 1) = 0,
\end{aligned}
\]

where \( u(t) := \frac{1}{4} l(\tau) l(\tau) \), which is equivalent to

\[ l(\tau) = \exp \left( 4 \int_0^\tau u(s) \, ds \right). \quad (1.4) \]

Now the change of wave function

\[ \psi(t, x) := \xi(t, x) e^{-i a(t) x^2 + 2 \int_0^t u(s) \, ds} \]

leads to the system (Σ). In order to justify that the controllability of (Σ) gives the controllability of (Σ), we need to prove that the map \( l \mapsto u \) is surjective. For the control problem on (Σ) to have a sense, we look for \( l : [0, \tau_f] \to \mathbb{R}_+^* \) continuous with \( l(0) = l(\tau_f) = 1 \), which, together with (1.4) implies \( \int_0^{\tau_f} u(s) \, ds = 0 \), where \( \tau_f \) and \( t_f \) are linked through the relation

\[ t_f = \int_0^{\tau_f} \frac{1}{l(\tau)^2} \, d\tau. \]

In order to have \( \psi(0) = \phi(0) \) and \( \psi(t_f) = \phi(\tau_f) \), we look for \( u \) such that \( u(0) = u(t_f) = 0 \). In the proof of Theorem 1, we will get the time \( T \) and the control \( u \in H^2_0((0, T), \mathbb{R}) \) in the following way

\[ T = mT \]

\[ u(t) = u_k(t - kT) \quad \text{for every} \quad t \in [kT, (k + 1)T] \quad \text{and for every} \quad k \in \{0, \ldots, m - 1\}, \]
where $m$ is a positive integer, $T := 2/\pi$, $u_k \in \mathcal{H}_0^1((0, T), \mathbb{R})$ is small. Thus, the following proposition is sufficient.

**Proposition 1.** Let $T > 0$ and $\epsilon \in (0, 1)$. Let $u \in C^0([0, T], \mathbb{R})$ be such that

$$u(0) = u(T) = \int_0^T u(s)ds = 0,$$

small in the following sense

$$4\|u\|_{L^1(0, T)} \exp(4\|u\|_{L^1(0, T)}) < \epsilon$$

$$8T(1 + \epsilon)/{(1 - \epsilon)^2}\|u\|_{L^\infty(0, T)} \exp(4\|u\|_{L^1(0, T)}) < 1.$$

We define $u$ on $\mathbb{R}_+$ by $u \equiv 0$ on $[T, +\infty]$. Then, there exists a unique $l \in C^0(\mathbb{R}_+, [1 - \epsilon, 1 + \epsilon])$ solution of

$$l(\tau) = \exp\left(4\int_0^{\tau} u(s)ds\right) \text{ where } t(\tau) := \int_0^\tau \frac{1}{l(\sigma)^2}d\sigma.$$

**Proof.** The space

$$V_\epsilon := \{l \in C^0(\mathbb{R}_+, [1 - \epsilon, 1 + \epsilon]); l(0) = 1 \text{ and } l \equiv 1 \text{ on } [T(1 + \epsilon)^2, +\infty)\}$$

is complete for the $L^\infty(\mathbb{R}_+, \mathbb{R})$-norm. For $l \in V_\epsilon$, we define $\Phi(l) : \mathbb{R}_+ \to \mathbb{R}$, $\Phi(l)(\tau) := \exp(4\int_0^{\tau} u(s)ds)$. Assumption (1.6) justifies that $\Phi$ maps $V_\epsilon$ into itself, and assumption (1.7) justifies that $\Phi$ is a contraction. We conclude thanks to the Banach fixed point theorem. \hfill $\square$

### 1.4. A previous non controllability result

In [4], Ball, Marsden and Slemrod discuss the controllability of infinite dimensional bilinear control systems of the form

$$\dot{w}(t) = Aw(t) + p(t)B(w(t)),$$

where the state is $w$ and the control is $p$. Thanks to Baire lemma, they prove the following non controllability result.

**Theorem 3.** Let $X$ be a Banach space with dim($X$) = $+\infty$. Let $A$ generate a $C^0$-semi group of bounded linear operators on $X$ and $B : X \to X$ be a bounded linear operator. Let $w_0 \in X$ be fixed and let $w(t; p, w_0)$ denote the unique solution of (1.8) for $p \in L^1_{\text{loc}}((0, +\infty), \mathbb{R})$ with $w(0) = w_0$. The set of states accessible from $w_0$ defined by

$$S(w_0) := \{w(t; p, w_0); t \geq 0, p \in L^r_{\text{loc}}((0, +\infty), \mathbb{R}), r > 1\}$$

is contained in a countable union of compact subsets of $X$ and, in particular, has dense complement.

As noticed by Turinici in [37], Theorem 3 shows that, for the bilinear control system

$$\begin{cases}
\dot{\psi} = -\psi'' + p(t)x^2\psi, x \in (0, 1), \\
\psi(t, 0) = \psi(t, 1) = 0
\end{cases}$$

(1.9)

given $\psi_0 \in X := S \cap H^2_{(0)}((0, 1), \mathbb{C})$, the set of $\psi(t)$ in $X$ accessible from the initial condition $\psi_0$, by using controls in $p \in L^r_{\text{loc}}((0, +\infty), \mathbb{R}), r > 1$, has dense complement in $X$. Thus, the system $(\Sigma)$ is not controllable in $S \cap H^2_{(0)}((0, 1), \mathbb{C})$, with control functions $u$ in $H^1_{(0)}((0, T), \mathbb{R}), T > 0$.

However, there is no obstruction for having controllability in other spaces. For example, Theorem 3 does not apply with

$$\tilde{X} := H^3_{(0)}((0, 1), \mathbb{C})$$
instead of $X$ because the operator $\mathcal{B}$, defined by $\mathcal{B}\varphi := x^2\varphi$, does not map $\tilde{X}$ into $\tilde{X}$.

In this article, we prove local controllability results in $H^{5+\epsilon}(0,1, \mathbb{C})$, with $\epsilon > 0$ and with control functions $u$ in $\overline{H^2_0}((0, T), \mathbb{R})$ with $T = 2/\pi$. Thus, the negative result proved by G. Turinici relies on a choice of functional spaces which does not allow controllability. In order to state affirmative controllability results, one must

- either control $\psi$ in $H^2_0((0,1, \mathbb{C})$ but with a control functions set larger than $\overline{H^2_0}((0, T), \mathbb{R})$, for example $\overline{L^2((0, T), \mathbb{R})}$;
- or control $\psi$ using the control functions set $\overline{H^2_0}((0, T), \mathbb{R})$, but in a smaller space than $H^2_0((0,1, \mathbb{C})$, for example $H^3_0((0,1, \mathbb{C})$).

In the regularity assumption $H^{5+\epsilon}((0,1), \mathbb{R})$, the term $+\epsilon$ is probably only technical. We conjecture that $(\Sigma)$ is controllable

- in $H^2_0((0,1, \mathbb{C})$ with control functions $u$ in $\overline{H^2_0}((0, T), \mathbb{R})$;
- in $H^2_0((0,1, \mathbb{C})$ with control functions $u$ in $\overline{H^2_0}((0, T), \mathbb{R})$;
- in $H^2_0((0,1, \mathbb{C})$ with control functions $u$ in $\overline{H^2_0}((0, T), \mathbb{R})$, etc.

Because it is the case for the linearized systems studied in Section 2. This conjectures are open problems.

1.5. Sketch of the proof

The technic used in this proof are very close to the one used in [10]. We extend the use of the Nash-Moser theorem to a nonlinear control system which is not bilinear.

1.5.1. Global strategy: compactness argument

Thanks to the reversibility of the control system $(\Sigma)$, in order to get Theorem 1, it is sufficient to prove it with $n_f = n_0 + 1$ and $n_f = 2$ to simplify.

First, we prove the local controllability of $(\Sigma)$ in $H^{5+\epsilon}((0,1, \mathbb{C})$, in time $T = 2/\pi$ or $4/\pi$ around the trajectories

$$\left(\sqrt{1 - \theta_2 - \theta_3}\psi_1 + \sqrt{\theta_2}\psi_2 + \sqrt{\theta_3}\psi_3, u \equiv 0\right),$$

for every $(\theta_2, \theta_3) \in \mathcal{D} := \{(x, y) \in (0,1)^2, 0 < x+y < 1\} \cup \{(0,0), (1,0)\}$. Then, we know that, for every $(\theta_2, \theta_3) \in \mathcal{D}$, there exists a nonempty open $H^{5+\epsilon}((0,1), \mathbb{C})$-ball $B((\theta_2, \theta_3))$ centered at $(\sqrt{1 - \theta_2 - \theta_3}\psi_1 + \sqrt{\theta_2}\psi_2 + \sqrt{\theta_3}\psi_3)(0)$ such that $(\Sigma)$ can be moved in finite time between any two points in $B((\theta_2, \theta_3))$.

We conclude thanks to a compactness argument. Let $f \in C^0([0,1], \mathbb{R})$ be such that

$$f(0) = f(1) = 0, 0 \leq f(x) and 0 \leq x + f(x) \leq 1$$

for every $x \in [0,1]$.

The curve

$$[\varphi_1, \varphi_2] := \left\{\sqrt{1 - \theta - f(\theta)}\varphi_1 + \sqrt{\theta}\varphi_2 + \sqrt{f(\theta)}\varphi_3; \theta \in [0,1]\right\},$$

is compact in $H^{5+\epsilon}((0,1), \mathbb{R})$ and covered by $\bigcup_{0 \leq \theta \leq 1} B((\theta, f(\theta))$ thus, there exists an increasing finite family $(\theta_n)_{0 \leq n \leq N}$ such that $[\varphi_1, \varphi_2]$ is covered by $\bigcup_{0 \leq n \leq N} B_n$ with $B_n := B((\theta_n, f(\theta_n))$. We can assume $B_n \cap B_{n+1} \neq \emptyset$ for $n = 0, ..., N - 1$, $B_0 = B((0,0))$ and $B_N = B((1,0))$. Given $\psi_0 \in B_0$ and $\psi_f \in B_N$ we can move $(\Sigma)$ from $\psi_0$ to $\psi_f$ in finite time in the following way:

- we move from $\psi_0$ to some point $\xi_1 \in B_0 \cap B_1$ in finite time;
- we move from $\xi_1$ to some point $\xi_2 \in B_1 \cap B_2$, etc.

Remark 1. It would be more natural to use the path

$$[\varphi_1, \varphi_2] := \left\{\sqrt{1 - \theta}\varphi_1 + \sqrt{\theta}\varphi_2; \theta \in [0,1]\right\}$$

(1.11)
in the compactness argument, as in [10]. We chose the path (1.10) because the local controllability of \((\Sigma)\) is easier to be proved around \(\sqrt{1-\theta_2-\theta_3\psi_1} + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3}\) for \((\theta_2, \theta_3) \in \text{Int}(D)\), than around \(\sqrt{1-\theta\psi_1} + \sqrt{\theta_2\psi_2}\) for \(\theta \in (0, 1)\). We detail this additional difficulty in Remark 3 However, the path (1.11) could also be used to prove Theorem 1, one proposes an adaptation of the present proof in Remark 3 in order to do so.

Now, let us explain the proof of the local controllability of \((\Sigma)\) around

\[\sqrt{1-\theta_2-\theta_3\psi_1} + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3}\]

for \((\theta_2, \theta_3) \in D\). We explain in the next section that the strategy can be the same for every \((\theta_2, \theta_3) \in \text{Int}(D)\) but has to be different for \((\theta_2, \theta_3) \in \{(0, 0), (1, 0)\}\).

1.5.2. Different behaviors for the linearized systems

In order to get the local controllability of a nonlinear control system around some trajectory, a classical approach is the following one:

- first, we prove the controllability of the linearized system around this trajectory;
- then we conclude applying the inverse mapping theorem to the end-point map \(\Theta\) defined by

\[\Theta: (\psi_0, u) \mapsto (\psi(0), \psi(T)),\]

where \(\psi\) is the solution of \((\Sigma)\) with control \(u\) and initial condition \(\psi(0) = \psi_0\).

Thus, it is natural to start with the study of the linearized system of \((\Sigma)\) around the trajectories

\[\left(\sqrt{1-\theta_2-\theta_3\psi_1} + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3}, u \equiv 0\right)\]

for \((\theta_2, \theta_3) \in D\), which is

\[(\Sigma_{\theta_2, \theta_3}) \left\{\begin{array}{l}
\frac{d\psi}{dt}(t, x) = -\frac{\partial^2\psi}{\partial x^2}(t, x) + v(t)x^2 \left(\sqrt{1-\theta_2-\theta_3\psi_1} + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3}\right)(t, x), t \in \mathbb{R}_+, x \in (0, 1), \\
\psi(t, 0) = \psi(t, 1) = 0.
\end{array}\right.\]

For \(z \in \mathbb{C}\), \(\Re(z)\) (resp. \(\Im(z)\)) denotes the real (resp. imaginary) part of \(z\). For every point \(\xi\) in the \(L^2((0, 1), \mathbb{C})\)-sphere \(S\), \(T_S(\xi)\) denotes the tangent space to \(S\) at the point \(\xi\);

\[T_S(\xi) := \left\{\varphi \in L^2((0, 1), \mathbb{C}); \Re \left(\int_0^1 \xi(x)\varphi(x)dx\right) = 0\right\}.
\]

The system \((\Sigma_{\theta_2, \theta_3})\) is a control system in which

- the state is the function \(\Psi\), with \(\Psi(t) \in T_S[\{(1-\theta_2-\theta_3\psi_1) + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3})(t)\}], for every \(t\);

the control is the real valued time depending function \(v\), with \(v(0) = v(T) = \int_0^T v(s)\)ds = 0.

In Section 2, we prove the following result.

**Theorem 4.** Let \((\theta_2, \theta_3) \in \text{Int}(D)\) and \(T > 2/(3\pi)\). The system \((\Sigma_{\theta_2, \theta_3})\) is controllable in time \(T\): for every \(\Psi_0, \Psi_f \in H^3(0, 1, \mathbb{C})\) with

\[\Psi_0 \in T_S \left[\{(1-\theta_2-\theta_3\psi_1) + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3})(0)\}\right],
\]

\[\Psi_f \in T_S \left[\{(1-\theta_2-\theta_3\psi_1) + \sqrt{\theta_2\psi_2} + \sqrt{\theta_3\psi_3})(T)\}\right],
\]

there exists a trajectory \((\Psi, v)\) of \((\Sigma_{\theta_2, \theta_3})\) with \(\Psi(0) = \Psi_0, \Psi(T) = \Psi_f, v \in H^3(0, T, \mathbb{R})\).
The system \((\Sigma_{0,0})\) is not controllable: for every \(T > 0\) and for every \(v \in \mathcal{H}_0^1((0,T),\mathbb{R})\), the solution \(\Psi\) of \((\Sigma_{0,0})\) satisfies

\[
\langle \Psi(T), \varphi_1 \rangle = \langle \Psi(0), \varphi_1 \rangle e^{-i\lambda_1 T}.
\]

Let \(T > 0\), \(\Psi_0, \Psi_f \in \mathcal{H}_0^3((0,1),\mathbb{C})\) with

\[
\Psi_0 \in T_2(\psi_1(0)), \quad \Psi_f \in T_2(\psi_1(T)) \quad \text{and} \quad \exists ((\Psi_f, \varphi_1)) = \exists((\Psi_0, \varphi_1)e^{-i\lambda_1 T}).
\]

There exists a trajectory \((\Psi, v)\) of \((\Sigma_{0,0})\) with \(\Psi(0) = \Psi_0, \Psi(T) = \Psi_f, v \in \mathcal{H}_0^0((0,T),\mathbb{R})\).

In Sections 4.2, 4.3 and 4.4, we check its assumptions.

For the linear system \((\Sigma_{0,0})\), we can control all the components \(\langle \Psi(t), \varphi_k \rangle\) for \(k \geq 2\) and we cannot control \(\exists(\Psi(t), \psi_1(t))\). We call this situation controllability up to codimension one, as in \([10]\). For the linearized system \((\Sigma_{0,0})\) around \((\psi_2, v \equiv 0)\), we can control all the components \(\langle \psi(t), \varphi_k \rangle\) for \(k \in \mathbb{N}^*, k \neq 2\), and we cannot control \(\exists(\Psi(t), \psi_2(t))\).

1.5.3. Local controllability around \(\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3}\) for \((\theta_2, \theta_3) \in \text{Int}(\mathcal{D})\).

The goal of Section 4, is the proof of the following result.

**Theorem 5.** Let \((\theta_2, \theta_3) \in \text{Int}(\mathcal{D}), T := 2/\pi\) and \(\epsilon\) be an arbitrary positive real number. There exist \(C > 0\) and a neighborhood \(V_0\) (resp. \(V_f\)) of \((\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3})\) (resp. \((\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3})(T)\)) in \(S \cap \mathcal{H}_0^{1+}((0,1),\mathbb{C})\) such that, for every \(v_0 \in V_0, v_f \in V_f\), there exists a trajectory \((\psi, u)\) of \((\Sigma)\) with \(\psi(0) = \psi_0, \psi(T) = \psi_f, u \in \mathcal{H}_0^2((0,T),\mathbb{R})\), moreover

\[
\|u\|_{\mathcal{H}_0^2((0,T),\mathbb{R})} \leq C \|\psi_0 - (\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3})(0)\|_{\mathcal{H}_0^{5+}} + \|\psi_f - (\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3})(T)\|_{\mathcal{H}_0^{5+}}.
\]

**Remark 2.** Theorem 5 is written with \(T = 2/\pi\) because, in this case, \((\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3})(0) = (\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3})(T)\), and this condition is needed in the compactness argument (see Sect. 1.5.1). However, this theorem may hold with other values of \(T\). This is discussed in Section 7.2.

The first part of Theorem 4 is not sufficient to conclude the local controllability of \((\Sigma)\) around \(\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3}\) for \((\theta_2, \theta_3) \in \text{Int}(\mathcal{D})\), by applying the classical inverse mapping theorem. Indeed, the end point map \(\Phi\) is well defined and of class \(C^1\) between the following spaces

\[
\Phi : [S \cap \mathcal{H}_0^3((0,1),\mathbb{C})] \times \mathcal{H}_0^2((0,T),\mathbb{R}) \to [S \cap \mathcal{H}_0^2((0,1),\mathbb{C})] \times [S \cap \mathcal{H}_0^3((0,1),\mathbb{C})],
\]

\[
\Phi : [S \cap \mathcal{H}_0^3((0,1),\mathbb{C})] \times \mathcal{H}_0^2((0,T),\mathbb{R}) \to [S \cap \mathcal{H}_0^3((0,1),\mathbb{C})] \times [S \cap \mathcal{H}_0^3((0,1),\mathbb{C})].
\]

In order to apply the inverse mapping theorem to the map \(\Phi\), we need to control the linearized system around \((\sqrt{1 - \theta_2 - \theta_3 \psi_1} + \sqrt{|\theta_2| \psi_2} + \sqrt{|\theta_3| \psi_3}, u \equiv 0)\)

- either in \(\mathcal{H}_0^3((0,1),\mathbb{C})\) with control functions in \(\mathcal{H}_0^2((0,T),\mathbb{R})\);
- or in \(\mathcal{H}_0^3((0,1),\mathbb{C})\) with control functions in \(\mathcal{H}_0^3((0,T),\mathbb{R})\),

but it is not possible (see Prop. 2). Theorem 4 provides a right inverse \(d\Phi(\sqrt{1 - \theta_2 - \theta_3 \varphi_1} + \sqrt{|\theta_2| \varphi_2} + \sqrt{|\theta_3| \varphi_3}, 0)^{-1}\)

defined between the following spaces

\[
\mathcal{H}_0^3((0,1),\mathbb{C}) \times \mathcal{H}_0^3((0,1),\mathbb{C}) \to \mathcal{H}_0^3((0,1),\mathbb{C}) \times \mathcal{H}_0^3((0,T),\mathbb{R}).
\]

We lose regularity in the controllability of the linearized system: the control function cannot be regular enough to apply the classical inverse mapping theorem.

We prove Theorem 5 by applying a Nash-Moser theorem stated in Section 3, and inspired from [26]. A similar version of this theorem is used in \([8–10]\). In Section 4.1, we give the context for the application of this theorem. In Sections 4.2, 4.3 and 4.4, we check its assumptions.
1.5.4. Local controllability around $\psi_1$: expansion to the second order

The goal of Section 5 is the proof of the following result.

**Theorem 6.** Let $T := 2/\pi$ and $\epsilon > 0$. There exist $C > 0$ and a neighborhood $V_0$ (resp. $V_f$) of $\psi_1(0)$ (resp. $\psi_1(2T)$) in $S \cap H^{5+\epsilon}_0((0, 1), \mathbb{C})$ such that, for every $\psi_0 \in V_0$, $\psi_f \in V_f$, there exists a trajectory $(\psi, u)$ of $(\Sigma)$ with $\psi(0) = \psi_0$, $\psi(2T) = \psi_f$, $u \in \overline{H^5_0((0, 2T), \mathbb{R})}$, moreover

$$
\|u\|_{\overline{H^5_0((0,2T),\mathbb{R})}} \leq C[\|\psi_0 - \psi(0)\|_{H^{5+\epsilon}} + \|\psi_f - \psi(2T)\|_{H^{5+\epsilon}}].
$$

Again, for $T = 2/\pi$, we have $\psi_1(0) = \psi_1(2T) = \varphi_1$, but this theorem is written in this way in order to discuss its generalization with $T \neq 2/\pi$ in Section 7.2. The same result holds with everywhere $\psi_2$ instead of $\psi_1$.

Our strategy is in two steps. First, in Section 5.1, we state a local controllability up to codimension one result of $(\Sigma)$ around $\psi_1$. Then, in Section 5.2, we justify that the second order term $d^2\Phi(\varphi_1, 0)$ allows to move in the two directions $\pm i\psi_1(T)$ which are missed by the linearized system. Finally, in Section 5.3 we prove Theorem 6, thanks to the intermediate value theorem.

These techniques have already been used by Coron and Crépeau in [18]. In their situation, the second order term was not sufficient to conclude, they used the third order term.

The local controllability up to codimension one of $(\Sigma)$ stated in Section 5.1 is proved in Section 6 by applying a Nash-Moser theorem stated in Section 3.

**Remark 3.** It would be more natural to use the path

$$
[\varphi_1, \varphi_2] := \left\{\sqrt{1 - \theta}\varphi_1 + \sqrt{\theta}\varphi_2, \theta \in [0, 1]\right\}
$$

in the compactness argument presented in Section 1.5.1. However, for $\theta \in (0, 1)$, the linearized system of $(\Sigma)$ around $(\sqrt{1 - \theta}\varphi_1 + \sqrt{\theta}\varphi_2, u \equiv 0)$ is not controllable: as in the case $\theta \in \{0, 1\}$, it misses two directions. Expansions to the second order would probably also give the local controllability in $H^{5+\epsilon}_0((0, 1), \mathbb{C})$ around $\sqrt{1 - \theta}\varphi_1 + \sqrt{\theta}\varphi_2$ for $\theta \in (0, 1)$, with control functions $u \in \overline{H^5_0((0, 4/\pi), \mathbb{R})}$.

2. CONTROLLABILITY OF THE LINEAR SYSTEM $(\Sigma_{\theta_2, \theta_3})$

The goal of this section is the proof of Theorem 4.

Let $(\theta_2, \theta_3) \in \mathcal{D}$, $T > 0$ and $\Psi$ be a solution of $(\Sigma_{\theta_2, \theta_3})$ for some $v \in H^5_0((0, T), \mathbb{R})$ with $\Psi(0) = 0$. For every $t \in [0, T]$, we have

$$
\Psi(t) = \sum_{k=1}^{\infty} y_k(t) \varphi_k \quad \text{where} \quad y_k(t) := \langle \Psi(t), \varphi_k \rangle
$$

and $\langle \cdot, \cdot \rangle$ denotes the scalar product on $L^2((0, 1), \mathbb{C})$. The partial differential equation satisfied by $\Psi$ provides, for every $k \in \mathbb{N}^*$, the following expression

$$
y_k(t) = -i \int_0^t \bar{\psi}(\tau) \left( \sqrt{1 - \theta_2} - \theta_3 a_k e^{i(\lambda_k - \lambda_1)\tau} + \sqrt{\theta_2} b_k e^{i(\lambda_k - \lambda_2)\tau} + \sqrt{\theta_3} c_k e^{i(\lambda_k - \lambda_3)\tau} \right) \, d\tau e^{-i\lambda_k t},
$$

where

$$
a_k := \langle x^2 \varphi_1, \varphi_k \rangle, \quad b_k := \langle x^2 \varphi_2, \varphi_k \rangle, \quad c_k := \langle x^2 \varphi_3, \varphi_k \rangle.
$$

Let $\Psi_f \in H^5_0((0, 1), \mathbb{C})$ be such that

$$
\Psi_f \in T_{\Psi} \left[ \left( \sqrt{1 - \theta_2} - \theta_3 \psi_1 + \sqrt{\theta_2} \psi_2 + \sqrt{\theta_3} \psi_3 \right) (T) \right].
$$

(2.1)
The equality $\Psi(T) = \Psi_f$ is equivalent to: for every $k \in \mathbb{N}^*$,
\[
\sqrt{1 - \theta_2 - \theta_3} a_k \int_0^T \dot{v}(\tau) e^{i(\lambda_k - \lambda_1)\tau} d\tau + \sqrt{\theta_2 b_k} \int_0^T \dot{v}(\tau) e^{i(\lambda_k - \lambda_2)\tau} d\tau + \sqrt{\theta_3 c_k} \int_0^T \dot{v}(\tau) e^{i(\lambda_k - \lambda_3)\tau} d\tau = i \langle \Psi_f, \varphi_k \rangle e^{i\lambda_k T}.
\] (2.3)

The explicit expression (1.2) provides, for every $k, j \in \mathbb{N}^*$,
\[
\langle x^2 \varphi_j, \varphi_k \rangle = \begin{cases} 
\frac{(-1)^{k+j} k!}{\pi^2 (k+j)!}, & \text{when } k \neq j, \\
\frac{1}{\pi} \frac{1}{4k}, & \text{when } k = j.
\end{cases}
\] (2.4)

In particular, for every $k, j \in \mathbb{N}^*, \langle x^2 \varphi_j, \varphi_k \rangle \neq 0$. Let $(\theta_2, \theta_3) = (0, 0)$. The relation (2.3) gives the following trigonometric moment problem
\[
\int_0^T \dot{v}(t) e^{i(\lambda_k - \lambda_1)t} dt = \frac{i}{\langle x^2 \varphi_1, \varphi_k \rangle} \langle \Psi_f, \varphi_k \rangle e^{i\lambda_k T}, \text{ for every } k \in \mathbb{N}^*.
\] (2.5)

A necessary condition for the existence of a solution $v \in \overline{H_0^1((0, T), \mathbb{R})}$ is $\langle \Psi_f, \varphi_1 \rangle = 0$. Under this assumption, this moment problem has a solution $v \in \overline{H_0^1((0, T), \mathbb{R})}$ for every $T > 0$, as soon as the right hand side of (2.5) belongs to $l^2(\mathbb{N}^*, \mathbb{C})$ (see [30], Th. 1.2.18), which is the case when $\Psi_f \in H_0^3((0, 1), \mathbb{C})$.

The case $(\theta_2, \theta_3) = (1, 0)$ can be treated in the same way.

Now, let us assume $(\theta_2, \theta_3) \in \text{Int}(D)$. The relation (2.3) is satisfied, for instance, when
\[
\begin{align*}
\int_0^T \dot{v}(t) e^{i(\lambda_2 - \lambda_1)t} dt &= \frac{1}{a_3 \sqrt{1 - \theta_2 - \theta_3}} \langle \dot{v}(\Psi_f, \psi_2(T)) - \sqrt{\theta_3 b_3} C \rangle, \\
\int_0^T \dot{v}(t) e^{i(\lambda_3 - \lambda_1)t} dt &= \frac{1}{a_3 \sqrt{1 - \theta_2 - \theta_3}} \langle \dot{v}(\Psi_f, \psi_3(T)) - \sqrt{\theta_2 b_3} C \rangle, \\
\int_0^T \dot{v}(t) e^{i(\lambda_3 - \lambda_2)t} dt &= C, \\
\int_0^T \dot{v}(t) e^{i(\lambda_2 - \lambda_1)t} dt &= \frac{i \sqrt{1 - \theta_2 - \theta_3}}{a_3} \langle \Psi_f, \psi_k(T) \rangle, \forall k \geq 4, \\
\int_0^T \dot{v}(t) e^{i(\lambda_3 - \lambda_2)t} dt &= \frac{i \sqrt{\theta_2}}{a_3} \langle \Psi_f, \psi_k(T) \rangle, \forall k \geq 4, \\
\int_0^T \dot{v}(t) e^{i(\lambda_k - \lambda_1)t} dt &= \frac{i \sqrt{\theta_3}}{a_3} \langle \Psi_f, \psi_k(T) \rangle, \forall k \geq 4,
\end{align*}
\] (2.6)

where $C$ is a complex number with
\[
\Re(C) := \frac{1}{2 \theta_3 \sqrt{2 \theta_3}} \Im \left( \left\langle \Psi_f, \left( \sqrt{1 - \theta_2 - \theta_3} \psi_1 - \sqrt{\theta_2} \psi_2 - \sqrt{\theta_3} \psi_3 \right) (T) \right\rangle \right).
\]

This trigonometric moment problem has a solution $v \in \overline{H_0^1((0, T), \mathbb{R})}$, as soon as the right hand side belongs to $l^2$ and $T > 2/(3\pi)$ (see [30], Th. 1.2.18), which is the case when $\Psi_f \in H_0^3((0, 1), \mathbb{C})$. The assumption $T > 2/(3\pi)$ corresponds to
\[
T > \frac{2\pi}{D} \text{ where } D := \lim_{j \to +\infty} (\omega_{j+1} - \omega_j) = \lambda_2 - \lambda_1 = 3\pi^2
\]
and $(\omega_j)_{j \in \mathbb{N}}$ is the increasing sequence of the frequencies in the trigonometric moment problem (2.6).
Remark 4. The minimal time for the controllability of the linear system \((\Sigma_{\theta_2, \theta_3})\), with \((\theta_2, \theta_3) \in \text{Int}(D)\), may not be \(2/(3\pi)\). We conjecture that \((\Sigma_{\theta_2, \theta_3})\) is controllable in any positive time \(T > 0\). The proof of this conjecture could rely on an Ingham inequality of the form: let \(T > 0\), there exists \(C > 0\) such that, for every \(N \in \mathbb{N}^+\) and for every \((a_j)_{j \leq |j| \leq N} \subset \mathbb{C}\),

\[
C \sum_{j=-N}^{N} |a_j|^2 \leq \frac{1}{2T} \int_{-T}^{T} \left| \sum_{j \leq |j| \leq N} a_j z_j(t) \right|^2 dt
\]

with

\[
z_j(t) := j^3 a_j \sqrt{1 - \theta_2} - \sqrt{\theta_2^*} e^{-i(\lambda_1 - \lambda_2)t} + j^3 b_j \sqrt{\theta_2^*} e^{-i(\lambda_1 - \lambda_2)t} + j^3 c_j \sqrt{\theta_2^*} e^{-i(\lambda_1 - \lambda_3)t}, \forall j \geq 4,
\]

\[
z_j(t) := z_{-j}(t), \forall j \leq -4.
\]

The validity of such an inequality is an open problem.

Remark 5. At this step, we can justify the non controllability of the linearized system around \(\sqrt{1-\theta_1} - \sqrt{\theta_2}\) stated in Remark 3. Let \(\Psi\) be a solution of \((\Sigma_{3, \theta_3})\) with \(0 < \theta < 1\), with some \(v \in H^3_0((0, T), \mathbb{R})\) and such that \(\Psi(0) = 0\). Let \(\xi_{\theta} := \sqrt{1-\theta_1} - \sqrt{\theta_2}\). Then

\[
\langle \Psi(T), \xi_{\theta}(T) \rangle = 2 \sqrt{\theta(1-\theta)} (x^2 \varphi_1, \varphi_2) \int_0^T \theta(t) \sin((\lambda_2 - \lambda_1)t) dt \in \mathbb{R}.
\]

This condition is not implied by \(\Psi(T) \in T_{2}(\sqrt{1-\theta_1} - \sqrt{\theta_2})(T)\).

Proposition 2. Let \(T > 0\) and \((\theta_2, \theta_3) \in \text{Int}(D)\). The system \((\Sigma_{\theta_2, \theta_3})\) (resp. \((\Sigma_{0, 0})\)) is not controllable (resp. controllable up to codimension one) in \(H^3_{(0, 1)}, \mathbb{C}\) with control functions in \(H^1_{0} \cap H^2_{(0, T), \mathbb{R}}\).

Proof. Let us assume that this is not the case for some \((\theta_2, \theta_3) \in D\). Then, for every \(\Psi_f \in H^3_{(0, 1), \mathbb{R}}\), there exists \(v \in H^3_{0} \cap H^2_{(0, T), \mathbb{R}}\) which solves (2.3) for every \(k \geq 3\). However, an integration by parts shows that, for \(w \in H^1_{(0, T), \mathbb{R}}\),

\[
\left| \int_0^T w(t) e^{\lambda_1 t} dt \right| \leq C \frac{\|w\|_{H^1_{(0, T), \mathbb{R}}}}{k^2}.
\]

Thus, there exists a constant \(C = C(\theta) > 0\) such that, for every \(\Psi_f \in H^3_{(0, 1), \mathbb{R}}\),

\[
\|\langle \Psi_f, \varphi_k \rangle\| \leq C \frac{1}{k^2}.
\]

We get a contradiction by considering, for instance, the function \(\Psi_f \in H^4_{(0, 1), \mathbb{C}}\) with \(\Psi_f^{(4)} = f\) and \(f \in L^2((0, 1), \mathbb{R})\) is defined by

\[
f := \sum_{k \in Q} \frac{1}{\sqrt{k}} \varphi_k, \text{ where } Q := \{m^2; m \in \mathbb{N}^+\}.
\]

3. The Nash-Moser Theorem Used

In order to get local controllability for the nonlinear system \((\Sigma)\) around \(\sqrt{1-\theta_2} - \sqrt{\theta_2^*} \psi_1 + \sqrt{\theta_2^*} \psi_2 + \sqrt{\theta_3^*} \psi_3\), we use a Nash-Moser theorem inspired from Hörmander’s one in [26]. The introduction of a projection \(\mathcal{P}\) in this statement introduces changes in the proof, so, we repeat it completely. Similar statements has already been used in [8–10]. We refer to [2] for another presentation and other applications of this theorem, the authors also explain how to detect the “Nash-Moser symptom”.
We consider a family of Hilbert spaces \((E_a)_{a \in [2,8]}\) with continuous injections \(E_b \to E_a\) of norm \( \leq 1\) when \(b \geq a\). We suppose that we have linear operators \(S_\theta : E_2 \to E_\theta\) for \(\theta \geq 1\). We also assume there exists a constant \(K > 0\) such that, for every \(a, b \in [2, 8]\) and for every \(u \in E_a\),

\[
\|S_\theta u\|_b \leq K\|u\|_a \quad \text{when } b \leq a, 
\]

\[
\|S_\theta u\|_b \leq K\theta^{b-a}\|u\|_a \quad \text{when } b > a, 
\]

\[
\|u - S_\theta u\|_b \leq K\theta^{b-a}\|u\|_a \quad \text{when } b < a, 
\]

\[
\left\| \frac{d}{d\theta} S_\theta u \right\|_b \leq K\theta^{b-a-1}\|u\|_a. 
\]

We fix a sequence \((\theta_j)_{j \in \mathbb{N}}\) of the form \(\theta_j := (j + 1)^\delta\) where \(0 < \delta\) and we set, for every \(j \in \mathbb{N}\), \(\Delta_j := \theta_{j+1} - \theta_j\). For every \(u \in E_a\), we have a decomposition

\[
u = \sum_{j=0}^{\infty} \Delta_j R_j \nu
\]

with convergence in \(E_b\) when \(b < a\), moreover there exists a constant \(K'\) such that, for every \(b \in [2, 8]\),

\[
\|R_j \nu\|_b \leq K'\theta^{b-a-1}\|\nu\|_a.
\]

We also have the convexity of the norms: there exists a constant \(c \geq 1\) such that, for every \(a, b \in [2, 8]\) with \(a < b\), \(\lambda \in [0, 1]\), and \(u \in E_b\),

\[
\|u\|_{\lambda a + (1-\lambda)b} \leq c\|u\|_b^{\lambda}\|u\|_b^{1-\lambda}.
\]

We refer to [26] for the proof of the two previous properties.

We have another family \((F_a)_{a \in [2,8]}\) with the same properties as above, we use the same notations for the smoothing operators. Moreover, we assume that the injection \(F_b \to F_a\) is compact when \(b > a\).

**Theorem 7.** Let \(\mathcal{P}\) be a continuous linear operator from \(E_b\) to \(E_a\) of norm \( \leq 1\) for \(b = 2, \ldots, 8\), such that \(\mathcal{P}S_\theta = S_\theta \mathcal{P}\) for every \(\theta\). Let \(\beta\) be a real number such that

\[
5 < \beta < 6.
\]

Let \(V\) be an \(E_4\)-neighborhood of zero and \(\Phi\) a map from \(V\) to \(F_4\) which is twice differentiable and satisfies

\[
\|\Phi''(u; v, w)\|_b \leq C \sum (1 + \|u\|_m)\|v\|_{m'}\|w\|_{m''}
\]

where the sum is taken over the following values

<table>
<thead>
<tr>
<th>(m)</th>
<th>(m')</th>
<th>(m'')</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

We assume that \(\Phi : E_4 \to F_4\) is continuous for every \(a \in [2, 8]\). We assume that, for every \(v \in V \cap E_8\), \(\Phi'(v)\) has a right inverse \(\psi(v) : F_7 \to E_8\), that \((v, g) \mapsto \psi(v, g)\) is continuous from \((V \cap E_8) \times F_7 \to E_8\) and that there
exists a constant $C$ such that, for every $(v,g) \in (V \cap E_0) \times F_7$, 
\[
\|\psi(v)g\|_2 \leq C\|\|Pg\|_\alpha + \|v\|_4\|g\|_3\]  
(3.8)
\[
\|\psi(v)g\|_6 \leq C\|\|Pg\|_\gamma + \|v\|_4\|g\|_7 + \|v\|_8\|g\|_3\].  
(3.9)

Then, there exists $C > 0$ and $\epsilon > 0$ such that for every $f \in F_\beta$ with $\|f\|_\beta < \epsilon$, there exists $u \in E_4$ such that $\Phi(u) = \Phi(0) + f$ and $\|u\|_4 \leq C\|f\|_\beta$.

The inequalities (3.8) and (3.9) are called “tame estimates”.

**Proof.** Let $g \in F_\beta$. There exists a decomposition
\[
g = \sum_{j=0}^{\infty} \Delta_j g_j \ 	ext{with} \ \|g_j\|_b \leq K'\|g\|_\beta \theta_j^{b-\beta-1}, \forall b \in [2,8].  
(3.10)
\]
Since $PS_g = S_gP$, we also have
\[
P g = \sum_{j=0}^{\infty} \Delta_j P g_j \ 	ext{with} \ \|P g_j\|_b \leq K'\|Pg\|_\beta \theta_j^{b-\beta-1}, \forall b \in [2,8].  
(3.11)
\]
We claim that, when $\|g\|_\beta$ is small enough, we can define a sequence $(u_j)_{j \in \mathbb{N}}$ with $u_0 = 0$ and the recursive formula
\[
u_j+1 := u_j + \Delta_j \hat{u}_j, \quad \hat{u}_j := \psi(v_j)g_j, \quad v_j := S_{\theta_j} u_j.
\]
We also claim that there exist constants $C_1$, $C_2$, $C_3$, $C_4$ such that, for every $j \in \mathbb{N}^*$,
\[
\|\hat{u}_j\|_a \leq C_1\|P g\|_\beta \theta_j^{a-\beta}, \forall a \in \{2,4,6\},  
(3.12)
\]
\[
\|u_j\|_1 \leq C_2\|P g\|_\beta \ 	ext{and} \ \|u_j\|_6 \leq C_2\|P g\|_\beta \theta_j^{2-\beta},  
(3.13)
\]
\[
\|v_j\|_4 \leq C_3\|P g\|_\beta, \quad \|v_j\|_a \leq C_3\|P g\|_\beta \theta_j^{a-\beta+1}, \forall a \in \{6,8\},  
(3.14)
\]
\[
\|u_j - v_j\|_a \leq C_4\|P g\|_\beta \theta_j^{a-\beta+1}, \forall a \in \{2,4,6\}.  
(3.15)
\]
More precisely, we prove by induction on $k \in \mathbb{N}$ the following property
\[
P_k : \ u_j \ 	ext{is well defined for} \ j = 0, \ldots, k+1,  
\]
(3.12) is satisfied for $j = 0, \ldots, k$,
(3.13), (3.14) and (3.15) are satisfied for $j = 0, \ldots, k+1$.

We introduce $r > 0$ such that, for every $u \in E_4$, $\|u\|_\alpha < r$ implies $u \in V$.

Property $P_0$ is obvious. Let $k \in \mathbb{N}^*$. We assume property $P_{k-1}$ is satisfied. Let us prove $P_k$.
The vector $u_{k+1}$ is well defined if and only if $v_k \in V$, which is true as soon as $\|P g\|_\beta < r/C_3$ thanks to (3.14) with $j = k$.

Let us prove (3.12) for $j = k$. Using (3.8) and (3.10), we get
\[
\|\hat{u}_k\|_2 \leq CK'\|P g\|_\beta \theta_k^{2-\beta}(1 + C_3\|g\|_\beta) \leq 2CK'\|P g\|_\beta \theta_k^{2-\beta},
\]
when $\|g\|_\beta < 1/C_3$. Using (3.9), (3.14), (3.10), we get
\[
\|u_k\|_6 \leq CK'\|P g\|_\beta \theta_k^{\beta-\beta} + C_3\|g\|_\beta \theta_k^{b-\beta} + C_3\|g\|_\beta \theta_k^{2-\beta} \theta_k^{2-\beta} \leq 3CK'\|P g\|_\beta \theta_k^{\alpha-\beta}.
\]
when \( \|g\|_\beta < 1/C_3 \). Then, the convexity of the norm (3.5) provides
\[
\|\hat{u}_k\|_4 \leq c_3 C K' \|P g\|_\beta \theta_{k}^{4-\beta}.
\]
Therefore, we have (3.12) for \( j = k \), when \( \|g\|_\beta < 1/C_3 \) for \( C_1 = 3 c CK' \).
Let us prove (3.13) for \( j = k + 1 \). Thanks to (3.12), we have
\[
\|u_{k+1}\|_4 \leq C_1 \|P g\|_\beta \sum_{j=0}^{k} \Delta_j \theta_j^{4-\beta} \leq C_1 \|P g\|_\beta \theta_4^{4-\beta} S,
\]
where \( S := \sum_{j=0}^{\infty} \Delta_j \theta_j^{4-\beta} \) is finite because \( \beta > 5 \). Thanks to (3.12), we have
\[
\|u_{k+1}\|_6 \leq C_1 \|P g\|_\beta \sum_{j=0}^{k} \Delta_j \theta_j^{6-\beta} \leq C_1 \|P g\|_\beta \theta_6^{6-\beta}.
\]
Thus, we get (3.13) for \( j = k \) with
\[
C_2 := C_1 \max \left\{ \frac{\gamma}{\gamma - \beta} \right\}.
\]
We get (3.14) for \( j = k + 1 \) thanks to (3.1) and (3.2), with \( C_3 := K C_2 \). We get (3.15) for \( j = k + 1 \) thanks to (3.13) and (3.14) for \( a = 6 \) and thanks to (3.3) and (3.13) for \( a \in \{2, 4\} \), with \( C_4 := \max\{C_2 + C_3; K C_2\} \).

Inequality (3.12) proves that \((u_k)\) converges in \( E_4 \) toward
\[
u := \sum_{j=0}^{\infty} \Delta_j \hat{u}_j, \text{ which satisfies } \|\nu\|_4 \leq C_2 \|P g\|_\beta.
\]
The continuity of the map \( \Phi : E_4 \to F_4 \) implies that \( \Phi(u_k) \) converges to \( \Phi(u) \) in \( F_4 \).

Let us study the limit of the sequence \((\Phi(u_k))_{k \in \mathbb{N}}\) in a different way. We have
\[
\Phi(u_{j+1}) - \Phi(u_j) = \Delta_j (e_j' + e_j'' + g_j)
\]
where
\[
e_j' := \frac{1}{\Delta_j} (\Phi(u_j + \Delta_j \hat{u}_j) - \Phi(u_j) - \Phi'(u_j) \Delta_j \hat{u}_j) = \Delta_j \int_0^1 (1 - t) \Phi''(u_j + t \Delta_j \hat{u}_j) \hat{u}_j \, dt,
\]
\[
e_j'' := (\Phi'(u_j) - \Phi'(v_j)) \hat{u}_j = \int_0^1 \phi''(v_j + t(u_j - v_j); u_j - v_j, \hat{u}_j) \, dt.
\]
Thanks to (3.6), we have
\[
\|e_j'\|_6 \leq C \sum_1 \|u_j\|_m + \|\hat{u}_j\|_m \|\hat{u}_j\|_{m'} \|\hat{u}_j\|_{m''}
\]
\[
\leq C[(1 + (C_1 + C_2) \|P g\|_\beta \theta_j^{7-\beta}) C_1^2 \|P g\|_\beta^2 \theta_j^{7-2\beta} + 3(1 + (C_1 + C_2) \|P g\|_\beta) C_1^2 \|P g\|_\beta^2 \theta_j^{7-2\beta}]
\]
\[
\leq C \|P g\|_\beta \theta_j^{7-2\beta},
\]
\[
\|e_j''\|_6 \leq C \sum_1 \|v_j\|_m + \|u_j - v_j\|_m \|u_j - v_j\|_{m'} \|\hat{u}_j\|_m \|\hat{u}_j\|_{m'}
\]
\[
\leq C[(1 + (C_3 + C_4) \|P g\|_\beta \theta_j^{7-\beta}) C_1 C_4 \|P g\|_\beta^2 \theta_j^{7-2\beta} + 3(1 + (C_3 + C_4) \|P g\|_\beta) C_1 C_4 \|P g\|_\beta^2 \theta_j^{7-2\beta}]
\]
\[
\leq C \|P g\|_\beta \theta_j^{7-2\beta}.
\]
Since $9 - 2\beta < -1$, then $\sum \Delta_j(e'_j + e''_j)$ converges in $F_6$ and
\[
\left\| \sum_{j=0}^{\infty} \Delta_j(e'_j + e''_j) \right\|_6 \leq C\|P g\|^2_\beta.
\]
The uniqueness of the limit of the sequence $(\Phi(u_k))_{k \in \mathbb{N}}$ gives the following equality in $F_4$
\[
\Phi(u) = g + T(g)
\]
where $T(g) \in F_6$ and
\[
\|T(g)\|_6 \leq C\|P g\|^2_\beta.
\]

Let $0 < \rho < \min\{1/(2C), r/C_3, 1/C_3\}$ where $C$ is given by (3.16). Let $f \in F_\beta$, be such that $\|f\|_\beta < \rho/2$. Then the map $\Theta(g) := f - T(g)$ maps the ball $B := \{g \in F_\beta; \|g\|_\beta \leq \rho\}$ into itself. The Leray-Schauder fixed point theorem justifies that $\Theta$ has a fix point $g \in B$. The equality $g = f + T(g)$ and the choice of $\rho$ gives $\|P g\|_\beta \leq 2\|P f\|_\beta$. The vector $u$ built in the first part of this proof gives the solution and satisfies $\|u\|_4 \leq 2C_2\|P f\|_\beta$. \qed

**Remark 6.** The proof can be done thanks to the Banach fixed point theorem, instead of the Leray-Schauder fixed point theorem, provided one add new assumptions (see next proposition). In this situation, one does not need any longer the compactness of the injections $F_b \rightarrow F_a$ for $b > a$. The interest of this approach is that it provides the continuity of the local inverse $f \mapsto u$ of the map $\Phi$. This continuity is important for the use of the intermediate value theorems in Section 5.3.

**Theorem 8.** Let us consider the same assumptions as in the previous theorem. We assume moreover that, for every $u, \tilde{u} \in V \cap E_6$,
\[
\|\Phi''(u; v, w) - \Phi''(\tilde{u}; v, w)\|_6 \leq C \sum (1 + \|u - \tilde{u}\|_m) \|v\|_m \|w\|_m
\]
where the sum is taken over the values given in (3.7). We also assume that, for every $v, \tilde{v} \in V \cap E_8$,
\[
\|[\psi(v) - \psi(\tilde{v})]g\|_2 \leq C\|v - \tilde{v}\|_4 \|g\|_3,
\]
\[
\|[\psi(v) - \psi(\tilde{v})]g\|_6 \leq C\|v - \tilde{v}\|_4 \|g\|_7 + \|v - \tilde{v}\|_8 \|g\|_3.
\]
Then, there exists $C > 0$, $\eta > 0$ and a continuous map
\[
\Pi : V \rightarrow E_4 \text{ where } V := \{f \in F_\beta; \|f\|_\beta < \eta\}
\]
such that, for every $f \in V$,
\[
\Phi(\Pi(f)) = \Phi(0) + f \quad \text{and} \quad \|\Pi(f)\|_4 \leq C\|P f\|_\beta.
\]

**Proof.** The map $\Pi$ is the composition of the two following maps
\[
\begin{align*}
F_\beta & \rightarrow F_\beta \rightarrow E_4 \\
f & \mapsto g \mapsto u
\end{align*}
\]
where $f = g + T(g)$ and $u$ is the limit built in the previous proof. First, we prove the continuity of the second map $g \mapsto u$. Let $g, \tilde{g} \in F_\beta$ and $(u_j), (\tilde{u}_j), (v_j), (\tilde{v}_j), (\tilde{\tilde{u}}_j), (\tilde{\tilde{v}}_j)$ be the sequences built in the proof of Theorem 7.
In the same way as we proved (3.12), (3.13), (3.14) (3.15) thanks to (3.8) and (3.9), we prove the existence of $C_1, C_2, C_3, C_4 > 0$ such that, for every $j \in \mathbb{N}$,

\[
\| \tilde{u}_j - \tilde{u}_j \|_a \leq C_1 \| g - \tilde{g} \|_{\beta} \theta_j^{a-\beta}, \forall a \in \{2, 4, 6\},
\]

(3.22)

\[
\| u_j - \tilde{u}_j \|_4 \leq C_2 \| g - \tilde{g} \|_{\beta} \text{ and } \| u_j - \tilde{u}_j \|_6 \leq C_2 \| g - \tilde{g} \|_{\beta} \theta_j^{6-\beta},
\]

(3.23)

\[
\| v_j - \tilde{v}_j \|_4 \leq C_3 \| g - \tilde{g} \|_{\beta} \text{ and } \| v_j - \tilde{v}_j \|_a \leq C_3 \| g - \tilde{g} \|_{\beta} \theta_j^{a-\beta+1}, \forall a \in \{6, 8\},
\]

(3.24)

\[
\| (u_j - v_j) - (\tilde{u}_j - \tilde{v}_j) \|_a \leq C_4 \| g - \tilde{g} \|_{\beta} \theta_j^{a-\beta+1}, \forall a \in \{2, 4, 6\}.
\]

(3.25)

In particular, we get

\[
\| u - \tilde{u} \|_4 \leq C_2 \| g - \tilde{g} \|_{\beta}
\]

which gives the continuity of the second map of (3.21). Now, we prove the continuity of the first map $f \mapsto g$ of (3.21). It is sufficient to prove that the map $T : F_\beta \to F_\beta$ is a contraction, indeed, the inequality

\[
\| T(g) - T(\tilde{g}) \|_{\beta} \leq \delta \| g - \tilde{g} \|_{\beta}
\]

with $\delta \in (0, 1)$ gives

\[
\| g - \tilde{g} \|_{\beta} \leq \frac{1}{1 - \delta} \| f - \tilde{f} \|_{\beta}.
\]

We have

\[
T(g) - T(\tilde{g}) = \sum_{j=0}^{\infty} \Delta_j [(e'_j - e'_j) + (e''_j - e''_j)].
\]

Let us prove the existence of $C_5, C_6 > 0$ such that, for every $j \in \mathbb{N}$,

\[
\| e'_j - e'_j \|_6 \leq C_5 \max\{\| g \|_{\beta}, \tilde{g} \|_{\beta}\} \| g - \tilde{g} \|_{\beta},
\]

\[
\| e''_j - e''_j \|_6 \leq C_6 \max\{\| g \|_{\beta}, \tilde{g} \|_{\beta}\} \| g - \tilde{g} \|_{\beta},
\]

(3.26)

which shows that $T$ is a contraction of a small neighborhood of zero in $F_\beta$. In order to prove the first bound of (3.26), we use (3.17) and the decomposition

\[
e_j - \tilde{e}_j = \Delta_j \int_{0}^{1} (1 - t) \Phi''(u_j + t \Delta_j \tilde{u}_j; \tilde{u}_j, \tilde{u}_j) - \Phi''(\tilde{u}_j + t \Delta_j \tilde{u}_j; \tilde{u}_j, \tilde{u}_j) dt + \Delta_j \int_{0}^{1} (1 - t) \Phi''(\tilde{u}_j + t \Delta_j \tilde{u}_j; \tilde{u}_j - \tilde{u}_j, \tilde{u}_j) dt + \Delta_j \int_{0}^{1} (1 - t) \Phi''(\tilde{u}_j + t \Delta_j \tilde{u}_j; \tilde{u}_j - \tilde{u}_j, \tilde{u}_j - \tilde{u}_j) dt.
\]

The second bound of (3.26) can be proved in the same way. We know that

\[
\| \Pi(f) \|_4 \leq C_2 \| Pf \|_{\beta}.
\]

Thanks to (3.16), we have

\[
\| Pf \|_{\beta} \leq \| Pf \|_{\beta} + \| PTg \|_{\beta} \leq \| Pf \|_{\beta} + C \| Pf g \|_{\beta}^2,
\]

which gives (3.20).
4. Local controllability around $\sqrt{1-\theta_2-\theta_3}\psi_1 + \sqrt{\theta_2}\psi_2 + \sqrt{\theta_3}\psi_3$ with $(\theta_2, \theta_3) \in \text{Int}(D)$

The aim of this section is the proof of Theorem 5 by applying Theorem 7. In all this section, $(\theta_2, \theta_3) \in \text{Int}(D)$ is fixed and we use the notations $(\Sigma_{\text{ref}})$ for $(\Sigma_{\theta_2, \theta_3})$ and

$$\psi_{\text{ref}} := \sqrt{1-\theta_2-\theta_3}\psi_1 + \sqrt{\theta_2}\psi_2 + \sqrt{\theta_3}\psi_3.$$

4.1. Context for the Nash-Moser theorem

We apply Theorem 7 to the map $\Phi$ defined in Section 1.5.2, with $T := 2/\pi$, in a neighborhood of $\psi_{\text{ref}}(0)$, with $\mathcal{P} = \text{Id}$ and with the spaces

$$E_a := [S \cap H^a_0((0,1),\mathbb{C})] \times H^a_0((0,T),\mathbb{R}), \forall a \in \{2, 4, 6, 8\},$$

$$F_a := [S \cap H^a_0((0,1),\mathbb{C})] \times [S \cap H^a_0((0,1),\mathbb{R})], \forall a \in \{2, 3, 4, 5, 6, 7\},$$

where $T := 2/\pi$. We work on the manifold $S$ instead of a whole space. It does not matter because, as in [9] and [10], we can move the system to an hyperplane of $L^2((0,1),\mathbb{R})$ by studying

$$\tilde{p} := q \circ \Phi \circ r$$

where $r(\psi, u) = (\psi^{-1}(\psi), u)$, $q(\psi, \phi) = (p(\psi), p(\phi))$, and $p$ is a suitable local diffeomorphism from a neighborhood of $\{\psi_{\text{ref}}(t); t \in [0,2/\pi]\}$, in the sphere $S$ to an hyperplane $H$ of $L^2((0,1),\mathbb{C})$, which does not change too much the $H^a((0,1),\mathbb{C})$-norm. For example, one can use the following one.

**Proposition 3.** Let $(\theta_2, \theta_3) \in \text{Int}(D)$, $\epsilon > 0$ be small enough so that

$$\left(\sqrt{1-\theta_2-\theta_3-\epsilon}\right)^2 (1 - \epsilon) - \epsilon(1 + \epsilon)^2 > 0,$$

$$\left(1 - \epsilon\right)\left(\sqrt{1-\theta_2-\theta_3^2} - \epsilon^2 - \epsilon\right) > 0,$$

$$\mathcal{U} := \{\psi \in S; \exists \mathbf{t} \in [0, 2/\pi], ||\psi - \psi_{\text{ref}}(t)||_{L^2((0,1),\mathbb{C})} < \epsilon\},$$

$$\mathcal{H} := \{\psi \in L^2((0,1),\mathbb{C}); \Re < \psi, \varphi_4 = 0\}$$

and $p : L^2((0,1),\mathbb{C}) \to \mathcal{H}$ be defined by

$$p(\psi) := \psi - \Re(\psi, \varphi_4)\varphi_4 + \Re(\psi, \varphi_4)(\psi, \varphi_4)\varphi_4.$$

The map $p$ is a $C^1$ diffeomorphism from $\mathcal{U}$ to an open subset of $\mathcal{H}$. Moreover, the norm of $dp(\psi)$ as a linear operator from $(\mathcal{T}_S,||.||_{H^s((0,1),\mathbb{C})})$ to $(\mathcal{H},||.||_{H^s((0,1),\mathbb{C})})$ is uniformly bounded on $\mathcal{U}$, for every integer $s \in [2, 9]$.

**Proof.** Let us introduce the orthogonal projection $P : L^2((0,1),\mathbb{C}) \to (\mathbb{C}\varphi_4 + \mathbb{R}\varphi_4)^\perp$. First, we prove that $p$ is injective on $\mathcal{U}$. Let $\psi, \tilde{\psi} \in \mathcal{U}$ be such that $p(\psi) = p(\tilde{\psi})$. Then $P(\psi) = P(\tilde{\psi})$ and

$$\left(1 + \Re(\psi, \varphi_4)(\psi, \varphi_4)\right)\psi = \left(1 + \Re(\tilde{\psi}, \varphi_4)\right)\tilde{\psi}.$$

The equality $||\psi||_{L^2} = ||\tilde{\psi}||_{L^2}$ gives

$$||\Re(\psi, \varphi_4)||^2 + ||\varphi_4||^2 = \left(||\Re(\psi, \varphi_4)||^2 + ||\varphi_4||^2\right).$$
The relations (4.3) and (4.4) lead to
\[ |\langle \psi, \varphi_1 \rangle|^2 \left( 1 + \Re \left( \tilde{\psi}, \varphi_4 \right) \right)^2 - (1 + \Re \langle \psi, \varphi_4 \rangle)^2 = \left( 1 + \Re \langle \tilde{\psi}, \varphi_4 \rangle \right)^2 \left( \Re \langle \tilde{\psi}, \varphi_4 \rangle \right)^2. \]

We assume that \( \psi \neq \tilde{\psi} \). Then \( \Re (\tilde{\psi}, \varphi_4) \neq \Re (\psi, \varphi_4) \), otherwise (4.3) gives \( \langle \tilde{\psi}, \varphi_1 \rangle = \langle \psi, \varphi_1 \rangle \) thus \( \tilde{\psi} = \psi \). Therefore, \( y := \Re (\tilde{\psi}, \varphi_4) \) is a solution in \([-\epsilon, \epsilon]\) of \( f(y) = 0 \) where
\[ f(y) := (1 + y)^2(b + y) - a(2 + b + y), \quad a := |\langle \psi, \varphi_1 \rangle|, \quad b := \Re (\psi, \varphi_4). \]

The assumption (4.1) justifies that \( f(y) < 0 \) for every \( y \in [-\epsilon, \epsilon] \), which is a contradiction.

Now, we prove that, for every \( \psi \in \mathcal{U} \), \( dp(\psi) \) is an isomorphism from \( T_\mathcal{S}(\psi) \) to \( \mathcal{H} \). Let \( \psi \in \mathcal{U} \) and \( \xi \in \mathcal{H} \). For \( h \in L^2((0,1), \mathbb{C}) \), the statement \((h \in T_\mathcal{S}\psi \text{ and } dp(\psi)h = \xi) \) is equivalent to \( Ph = P\xi \) and \( AX = b \) where
\[
A := \begin{pmatrix}
\Re (\psi, \varphi_1) & \Im (\psi, \varphi_1) & \Re (\psi, \varphi_4) \\
1 + \Re (\psi, \varphi_4) & 0 & \Re (\psi, \varphi_1) \\
0 & 1 + \Re (\psi, \varphi_4) & \Im (\psi, \varphi_1)
\end{pmatrix}, \quad X := \begin{pmatrix}
\Re (h, \varphi_1) \\
\Im (h, \varphi_1) \\
\Re (h, \varphi_4)
\end{pmatrix}, \quad b := \begin{pmatrix}
-\Re (P\xi, P\psi) \\
\Re (\xi, \varphi_1) \\
\Im (\xi, \varphi_1)
\end{pmatrix}.
\]

Thanks to (4.2), we have \( \det(A) < 0 \). We conclude thanks to the inverse mapping theorem.

It is clear that \( \| dp(\psi) \|_{H^* \rightarrow H^*} \leq 1 + \| \varphi_1 \|_{H^*} + \| \varphi_4 \|_{H^*} \). Since \( \| P\xi \|_{H^*} \leq \| \xi \|_{H^*} \) and \( ||A^{-1}|| \) is uniformly bounded with respect to \( \psi \in \mathcal{U} \), then \( \| dp(\psi)^{-1} \|_{H^* \rightarrow H^*} \) also.

For the construction of smoothing operators for the controls \( u \in H^1_0((0,T), \mathbb{R}) \), we can use the same strategy as in [9], Section 3.3, which is inspired from [24]. For smoothing operators on the wave functions, we propose
\[
S_\theta \varphi := \sum_{k=1}^{\infty} \left( \frac{k}{\theta} \right) \langle \varphi, \varphi_k \rangle \varphi_k
\]
where \( s \in C^\infty(\mathbb{R}_+, [0,1]) \), \( s \equiv 1 \) on \([0,1]\) and \( s \equiv 0 \) on \([2, +\infty]\). The proof of (3.1), (3.2), (3.3), (3.4) is the same as in [9], Section 3.3. Note that \( S_\theta \) preserves the hyperplane \( \mathcal{H} \) of Proposition 3.

4.2. Bound on \( \Phi'' \)

The aim of this section is the proof of the bound (3.6) on the map \( \Phi \) defined in Section 1.5.2.

Proposition 4. The map \( \Phi : E_6 \rightarrow F_6 \) is twice differentiable and for every \((\psi_0, u) \in E_6, (\phi_0, \nu), (\xi_0, \mu) \in E_6, \) we have
\[
\Phi''(\psi_0, u, ((\phi_0, \nu), (\xi_0, \mu))) = (0, h(T))
\]
where
\[
\begin{cases}
  i\dot{\psi} = -\psi'' + (\dot{u} - 4u^2)x^2\psi, \\
  \psi(t, 0) = \psi(t, 1) = 0, \\
  \psi(0) = \psi_0,
\end{cases}
\]
\[
\begin{aligned}
\begin{cases}
    i\dot{\xi} = -\xi'' + (\dot{u} - 4u^2)x^2\xi + (\dot{\mu} - 8u\mu)x^2\psi, \\
    \xi(t,0) = \xi(t,1) = 0, \\
    \xi(0) = \xi_0, \\
\end{cases}
\quad \begin{cases}
    i\dot{\phi} = -\phi'' + (\dot{u} - 4u^2)x^2\phi + (\dot{\nu} - 8u\nu)x^2\phi, \\
    \phi(t,0) = \phi(t,1) = 0, \\
    \phi(0) = \phi_0,
\end{cases}
\end{aligned}
\]

For every \( r > 0 \) there exists a constant \( C(r) > 0 \) such that, for every \((\psi_0, u) \in E_6, (\phi_0, \nu), (\xi_0, \mu) \in E_6 \) with \( \| (\psi_0, u) \|_4 < r \), we have

\[
\| \Phi'(\psi_0, u, (\phi_0, \nu), (\xi_0, \mu)) \|_6 \leq C(r) \sum (1 + \| (\psi_0, u) \|_m) \| (\phi_0, \nu) \|_{m'} \| (\xi_0, \mu) \|_{m''}
\]  

(4.5)

where the sum is taken over the values given in (3.7).

**Proof.** We only justify the bound (4.5). Thanks to Proposition 21, we have

\[
\| h(T) \|_{H^6(0)} \leq C(\| f \|_{W^2,1((0,T),H^2)}, \| f \|_{C^0((0,T),H^4)}, \| u \|_{H^2} \| f \|_{L^1((0,T),H^2)}).
\]

where \( f := f_1 + f_2 + f_3, f_1 := (\dot{\mu} - 8u\mu)x^2\phi, f_2 := (\dot{\nu} - 8u\nu)x^2\xi \) and \( f_3 := -4\mu x^2\psi \). Using Propositions 19–21, we get

\[
\begin{aligned}
    &\| f_1 \|_{L^1((0,T),H^2)} \leq C\| \mu \|_{H^1} A_2, \\
    &\| f_1 \|_{C^0((0,T),H^4)} \leq C\| \mu \|_{H^2} A_4, \\
    &\| f_1 \|_{W^2,1((0,T),H^2)} \leq C(\| \mu \|_{H^2} A_2 + \| \mu \|_{H^2} A_4 + \| \mu \|_{H^1} A_6),
\end{aligned}
\]

with

\[
\begin{aligned}
    A_2 &:= \| \phi_0 \|_{H^2} + \| \nu \|_{H^1} a_2, \\
    A_4 &:= \| \phi_0 \|_{H^4} + \| \nu \|_{H^2} a_2 + \| \nu \|_{H^1} a_4, \\
    A_6 &:= \| \phi_0 \|_{H^6} + \| u \|_{H^2} \| \phi_0 \|_{H^2} + \| \nu \|_{H^2} a_2 + \| \nu \|_{H^2} a_4 + \| \nu \|_{H^1} a_6,
\end{aligned}
\]

and \( a_j := \| (\psi_0, u) \|_{E_j} \) for \( j = 2, 4, 6 \). We have

\[
\begin{aligned}
    &\| f_3 \|_{L^1((0,T),H^2)} \leq C(\| \mu \|_{H^1} a_2 \leq C\| \mu \|_{H^1} \| \nu \|_{H^1} a_2, \\
    &\| f_3 \|_{C^0((0,T),H^4)} \leq C(\| \mu \|_{C^0} a_4 \leq C\| \mu \|_{H^1} \| \nu \|_{H^1} a_4, \\
    &\| f_3 \|_{W^2,1((0,T),H^2)} \leq C(\| \mu \|_{H^1} a_2 + \| \mu \|_{H^1} a_4 + \| \nu \|_{L^2} a_6)
\end{aligned}
\]

\[
\leq C(\| \mu \|_{H^2} \| \nu \|_{H^1} a_2 + \| \mu \|_{H^1} \| \nu \|_{H^2} a_2 + \| \mu \|_{H^1} \| \nu \|_{H^1} a_6).
\]

\[
\square
\]

### 4.3. Controllability of the linearized system around \((\psi_{\text{ref}}, u \equiv 0)\) with tame estimates

The goal of this section is the proof of the following proposition, which corresponds to the bounds (3.8) and (3.9) for \( v = 0 \). We introduce, for \( s > 0 \) the spaces

\[
h^s(N^s, \mathbb{C}) := \{ d = (d_k)_{k \in \mathbb{N}^s} \in L^2(N^s, \mathbb{C}); (k^s d_k)_{k \in \mathbb{N}^s} \in L^2(N^s, \mathbb{C}) \}
\]

equipped with the norm \( \| d \|_{h^s(N^s, \mathbb{C})} := \| k^s d_k \|_{L^2(N^s, \mathbb{C})} \).
Proposition 5. Let $T := 2/\pi$. There exists a constant $C > 0$ such that, for every $\Psi_f \in H^7_0((0, 1), C) \cap T_S(\psi_{ref}(T))$, there exists a trajectory $(\Psi, v)$ of $(\Sigma_{ref})$ with $v \in \overline{H^7_0((0, T), \mathbb{R})}$, $\Psi(0) = 0$ and $\Psi(T) = \Psi_f$, moreover

$$||v||_{H^4_0((0, T), \mathbb{R})} \leq C||\Psi_f||_{H^7_0((0, 1), C)} \quad \text{and} \quad ||v||_{H^5_0((0, T), \mathbb{R})} \leq C||\Psi_f||_{H^7_0((0, 1), C)}.$$  

Proof. Thanks to Section 2, it is sufficient to prove the existence of a constant $C > 0$ such that, for every $d = (d_k)_{k \in \mathbb{N}} \in h^4(\mathbb{N}, C)$ there exists $\dot{v} \in H^4_0((0, T), \mathbb{R})$ with the following prescribed Fourier coefficients

$$\begin{align*}
\int_0^T \dot{v}(t)\, dt &= 0, \\
\int_0^T \dot{v}(t)\, dt &= 0, \\
\int_0^T \dot{v}(t)e^{i(\lambda_2-\lambda_1)t}\, dt &= d_0, \\
\int_0^T \dot{v}(t)e^{i(\lambda_3-\lambda_1)t}\, dt &= d_1, \\
\int_0^T \dot{v}(t)e^{i(\lambda_2-\lambda_2)t}\, dt &= d_2, \\
\int_0^T \dot{v}(t)e^{i(\lambda_k-\lambda_1)t}\, dt &= d_{3(k-2)}, \forall k \geq 3, \\
\int_0^T \dot{v}(t)e^{i(\lambda_k-\lambda_2)t}\, dt &= d_{3(k-2)+1}, \forall k \geq 3, \\
\int_0^T \dot{v}(t)e^{i(\lambda_k-\lambda_3)t}\, dt &= d_{3(k-2)+2}, \forall k \geq 3,
\end{align*}$$

and which satisfies

$$||\dot{v}||_{L^2((0, T), \mathbb{R})} \leq C||d||_{L^2(\mathbb{N}, C)} \quad \text{and} \quad ||\dot{v}||_{H^2_0((0, T), \mathbb{R})} \leq C||d||_{h^4(\mathbb{N}, C)}.$$  

A candidate is

$$\dot{v}(t) := \left\{ d_0e^{-i(\lambda_2-\lambda_1)t} + d_1e^{-i(\lambda_3-\lambda_1)t} + d_2e^{-i(\lambda_3-\lambda_2)t} + \sum_{k=3}^{\infty} d_{3(k-2)}e^{-i(\lambda_k-\lambda_1)t} + d_{3(k-2)+1}e^{-i(\lambda_k-\lambda_2)t} + d_{3(k-2)+2}e^{-i(\lambda_k-\lambda_3)t} + \text{c.c.} \right\}(1 - \cos(\pi^2 t)),$$

where "+ c.c." means that we sum the complex conjugate number of the expression before.  

Remark 7. In the same way as in Remark 4, the previous proposition probably holds for any $T > 0$.

4.4. Controllability of the linearized system around $(\psi, u)$, close to $(\psi_{ref}, 0)$ in $E_4$, with tame estimates

The aim of this section is the proof of the existence of a right inverse to the differential map $d\Phi(\psi_0, u)$ when $(\psi_0, u)$ is close enough to $(\psi_{ref}(0), 0)$ in $E_4$, which satisfies (3.8) and (3.9).

Let $(\psi_0, u) \in E_8$, and $\psi$ be the solution of the Cauchy problem

$$\begin{align*}
i\ddot{\psi} &= -\psi'' + (\dot{u} - 4u^2)(t)x^2\psi, x \in (0, 1), t \in (0, T), \\
\psi(t, 0) &= \psi(t, 1) = 0, \\
\psi(0) &= \psi_0.
\end{align*}$$
The linearized system around \((\psi, u)\) is

\[
\begin{aligned}
\dot{\psi} &= -\Psi'' + (\dot{u} - 4u^2)(t)x^2\psi + (\dot{u} - 8uv)(t)x^2\psi, x \in (0, 1), t \in (0, T), \\
\Psi(t, 0) &= \Psi(t, 1) = 0.
\end{aligned}
\]

Let us introduce the distances, for \(s = 2, 4, 6, 8\),

\[
\delta_s := \| (\psi_0, u) - (\psi_{ref}(0), 0) \|_{E_s}.
\]

We want to prove that, there exists a constant \(C\) such that, when \(\delta_4\) is small enough, then, for every \(\Psi_f \in H_0^1((0, 1), \mathbb{C})\) there exists a trajectory \((\Psi, v)\) of \((\Sigma_i)\) with \(\Psi(0) = 0\), \(\Psi(T) = \Psi_f\), \(v \in \overline{H_0^1((0, T), \mathbb{C})}\),

\[
\|v\|_{H_0^1((0,T),\mathbb{R})} \leq C\|\Psi_f\|_{H^2}, \quad \text{and} \quad \|v\|_{H_0^1((0,T),\mathbb{R})} \leq C[\|\Psi_f\|_{H^2} + \delta_8\|\Psi_f\|_{H^2}].
\]

In order to solve this problem, one transforms the controllability condition \(\Psi(T) = \Psi_f\) into a moment problem on the control \(v\). For technical reasons explained in Remark 8, we don’t decompose the solution \(\Psi\) of \((\Sigma_i)\) on the fixed basis \((\varphi_k)_{k \in \mathbb{N}}\), as in Section 2 but on a moving basis.

For \(\gamma \in \mathbb{R}\), we introduce the operator \(A_\gamma\) defined by

\[
D(A_\gamma) := H_0^2((0,1), \mathbb{C}), \quad A_\gamma \varphi := -\varphi'' + \gamma \varphi^2 \varphi.
\]

Let \((\lambda_{k,\gamma})_{k \in \mathbb{N}}\) be the non decreasing sequence of its eigenvalues (written as many times as their multiplicity) and \((\varphi_{k,\gamma})_{k \in \mathbb{N}}\) associated eigenvectors, which form an orthonormal basis of \(L^2((0,1), \mathbb{C})\). The maps \(\gamma \mapsto \lambda_{k,\gamma}\) and \(\gamma \mapsto \varphi_{k,\gamma}\) are analytic, which gives a sense to the notations

\[
\lambda_{k,\gamma_1} \quad \text{and} \quad \frac{d\varphi_{k,\gamma}}{d\gamma} \bigg|_{\gamma_1}.
\]

Let \(\mu := \dot{u} - 4u^2\). We consider the decomposition

\[
\Psi(t) = \sum_{k=1}^{\infty} y_k(t) \xi_k(t)
\]

where

\[
\begin{aligned}
\xi_1(t) &:= \psi(t), \quad \xi_k(t) := \varphi_{k,\mu(t)} - \langle \varphi_{k,\mu(t)}, \psi(t) \rangle \psi(t), \quad \text{when } k \geq 2, \\
y_1(t) &:= \langle \Psi(t), \psi(t) \rangle, \quad y_k(t) := \langle \Psi(t), \varphi_{k,\mu(t)} \rangle - \langle \frac{\langle \Psi(t), \varphi_{k,\mu(t)} \rangle}{\langle \varphi_{k,\mu(t)}, \varphi_{k,\mu(t)} \rangle}, \psi(t), \varphi_{k,\mu(t)} \rangle, \quad \text{when } k \geq 2.
\end{aligned}
\]

The partial differential equation satisfied by \(\Psi\) provides an ordinary differential equation for each components \(y_k(t)\), that can be solved. Then the equality \(\Psi(T) = \Psi_f\) is equivalent to the equality \(M(\psi_0, u)(v) = d\) where \(d = (d_k)_{k \in \mathbb{N}}\), \(M(\psi_0, u)(v) = (M(\psi_0, u)(v))_{k \in \mathbb{N}}\),

\[
M(\psi_0, u)(v)_1 := -i \int_0^T (\dot{u} - 8uv) \langle x^2 \psi, \psi \rangle \, dt,
\]

\[
M(\psi_0, u)(v)_k := \int_0^T \left[ -i(\dot{u} - 8uv) \langle x^2 \psi, \varphi_{k,\mu} \rangle - \alpha \langle \psi, \varphi_{k,\mu} \rangle - \mu \left( \left\langle \Psi, \frac{d\varphi_{k,\gamma}}{d\gamma} \right\rangle \bigg|_{\mu} \right) \right] e^{i \int_0^t \lambda_{k,\gamma}(\xi) \, ds} \, dt, \quad \text{for every } k \geq 2,
\]
where
\[ \alpha(t) := \frac{\langle \Psi(t), \varphi_1, \mu(t) \rangle}{\langle \psi(t), \varphi_1, \mu(t) \rangle}, \]
and
\[ d_1 := \langle \Psi_f, \psi(T) \rangle, \]
\[ d_k := \left( \langle \Psi_f, \varphi_k \rangle - \langle \psi(T), \varphi_k \rangle \right) e^{\int_0^t \lambda_k u(s) \, ds}, \text{ for every } k \geq 2. \]

In order to prove the surjectivity of \( M(\psi_0, u) \) when \( \delta_4 \) is small, we use the surjectivity of \( M(\psi_{ref}(0), 0) \) thanks to the following proposition.

**Proposition 6.** Let \( \mathcal{M} \) and \( \widetilde{\mathcal{M}} \) be continuous linear maps from \( \overline{H^2_0}((0, T), \mathbb{R}) \) to \( h^3(\mathbb{N}^*, \mathbb{C}) \), from \( \overline{H^2_0}((0, T), \mathbb{R}) \) to \( h^5(\mathbb{N}^*, \mathbb{C}) \) and from \( \overline{H^2_0}((0, T), \mathbb{R}) \) to \( h^7(\mathbb{N}^*, \mathbb{C}) \). We assume that there exists a positive constant \( C_0 \), such that \( \mathcal{M} \) has a right inverse
\[ \widetilde{\mathcal{M}}^{-1} : h^7(\mathbb{N}^*, \mathbb{C}) \to \overline{H^2_0}((0, T), \mathbb{R}) \]
which satisfies, for every \( d \in h^7(\mathbb{N}^*, \mathbb{C}) \),
\[ \| \widetilde{\mathcal{M}}^{-1}(d) \|_E \leq C_0 \| d \|_F, \]
for every \( (E, F) \in \{ (\overline{H^2_0}, h^3), (\overline{H^2_0}, h^5), (\overline{H^2_0}, h^7) \} \). We also assume that there exist \( C_0, C_1, C_2 > 0 \), such that, for every \( v \in H^2_0((0, T), \mathbb{R}) \),
\[ \| (\widetilde{\mathcal{M}} - \mathcal{M})(v) \|_{h^3(\mathbb{N}^*, \mathbb{C})} \leq C_0 \| v \|_{H^2_0((0, T), \mathbb{R})}, \]
\[ \| (\widetilde{\mathcal{M}} - \mathcal{M})(v) \|_{h^5(\mathbb{N}^*, \mathbb{C})} \leq C_0 \| v \|_{H^2_0((0, T), \mathbb{R})} + C_1 \| v \|_{H^3_0((0, T), \mathbb{R})}, \]
\[ \| (\widetilde{\mathcal{M}} - \mathcal{M})(v) \|_{h^7(\mathbb{N}^*, \mathbb{C})} \leq C_0 \| v \|_{H^2_0((0, T), \mathbb{R})} + C_1 \| v \|_{H^3_0((0, T), \mathbb{R})} + C_2 \| v \|_{H^4_0((0, T), \mathbb{R})}. \]

We assume \( C_0C_1 < 1 \). Then \( \mathcal{M} \) has a right inverse
\[ \mathcal{M}^{-1} : h^7(\mathbb{N}^*, \mathbb{C}) \to \overline{H^2_0}((0, T), \mathbb{R}), \]
which satisfies, for every \( d \in h^7(\mathbb{N}, \mathbb{C}) \),
\[ \| \mathcal{M}^{-1}(d) \|_{H^2_0((0, T), \mathbb{R})} \leq X \| d \|_{h^3(\mathbb{N}, \mathbb{C})}, \]
\[ \| \mathcal{M}^{-1}(d) \|_{H^5_0((0, T), \mathbb{R})} \leq X \| d \|_{h^5(\mathbb{N}, \mathbb{C})} + Y \| d \|_{h^3(\mathbb{N}, \mathbb{C})}, \]
\[ \| \mathcal{M}^{-1}(d) \|_{H^7_0((0, T), \mathbb{R})} \leq X \| d \|_{h^7(\mathbb{N}, \mathbb{C})} + Y \| d \|_{h^5(\mathbb{N}, \mathbb{C})} + Z \| d \|_{h^3(\mathbb{N}, \mathbb{C})}, \]
where
\[ X := \frac{C_0}{1 - C_0C_1}, \quad Y := \frac{C_0C_1^2}{(1 - C_0C_1)^2}, \quad Z := \frac{C_0^2C_1^2}{(1 - C_0C_1)^3} + \frac{C_0^2C_2}{(1 - C_0C_1)^2}. \]

**Proof.** Let \( d \in h^7(\mathbb{N}, \mathbb{C}) \). We define by induction the sequence \( \{ w_n \}_{n \in \mathbb{N}} \) in \( \overline{H^2_0}((0, T), \mathbb{R}) \) by
\[
\begin{cases}
w_0 := \widetilde{\mathcal{M}}^{-1}(d), \\
w_{n+1} := \widetilde{\mathcal{M}}^{-1}[(\widetilde{\mathcal{M}} - \mathcal{M})(w_n)].
\end{cases}
\]
The function \( w := \sum_{n=0}^{\infty} w_n \) gives a suitable candidate for \( \mathcal{M}^{-1}(d) \). \( \Box \)
Remark 8. If we had decomposed $\Psi$ on the fixed basis $(\varphi_k)$, $\Psi(t) = \sum_{k=1}^{\infty} y_k(t)\varphi_k$, we would have got

$$y_k(T) = \left( \int_0^T -i [\mu(t) \langle x^2 \Psi(t), \varphi_k \rangle + (\dot{v} - 8uv)(t) \langle x^2 \psi(t), \varphi_k \rangle] e^{i\lambda_k t} dt \right) e^{-i\lambda_k T}$$

and the sequence

$$\left( \int_0^T \mu(t) \langle x^2 \Psi(t), \varphi_k \rangle e^{i\lambda_k t} \right)_{k \in \mathbb{N}^*}$$

does not belong to $h^3(\mathbb{N}^*, \mathbb{C})$ when $v$ is only in $H^1((0, T), \mathbb{R})$. By decomposing $\Psi$ on a moving basis, $\Psi(t) = \sum_{k=1}^{\infty} z_k(t)\varphi_{k,u(t)}$, we make this term disappear, indeed

$$z_k(T) = \left( \int_0^T -i(\dot{v} - 8uv)(t)\langle x^2 \psi(t), \varphi_{k,u(t)} \rangle + \hat{\mu}(t) \left( \Psi(t), \frac{d\varphi_k}{d\gamma} \right)_{\mu(t)} \right) e^j \int_0^T \lambda_k \langle u(s)ds, dt \rangle e^{-i\int_0^T \lambda_k \langle u(s)ds, dt \rangle}.$$

and the new term belongs to $h^3(\mathbb{N}^*, \mathbb{C})$ when $v$ is only $H^1((0, T), \mathbb{C})$. Since we want to use differences of linear maps the type $M(\psi_{0,u}) - M(\psi_{0,u}(0), 0)$ (each one corresponds to the control of a linearized system), as in Proposition 6, we need to use linear maps with images in the same space. This is why we use the basis $((\xi_k(t))$: the condition $\Psi \in T_{\mathbb{S}}(\psi(T))$ corresponds to $\langle \Psi(t), \xi(t) \rangle \in \mathbb{R}$.

In Section 4.4.2, we prove the following proposition

Proposition 7. There exists a constant $C > 0$ such that, when $\delta_4$ is small enough, for every $v \in H_0^1((0, T), \mathbb{R})$, we have

$$\| (M_{(\psi_0,u)} - M_{(\psi_{0,f}(0),0)}) (v) \|_{h^3(\mathbb{N}^*, \mathbb{C})} \leq C\delta_4 \| v \|_{H^1},$$

$$\| (M_{(\psi_0,u)} - M_{(\psi_{0,f}(0),0)}) (v) \|_{h^2(\mathbb{N}^*, \mathbb{C})} \leq C\delta_4 \| v \|_{H^2} + \delta_6 \| v \|_{H^1},$$

$$\| (M_{(\psi_0,u)} - M_{(\psi_{0,f}(0),0)}) (v) \|_{h^1(\mathbb{N}^*, \mathbb{C})} \leq C\delta_4 \| v \|_{H^1} + \delta_6 \| v \|_{H^2} + \delta_8 \| v \|_{H^1}.$$ 

For the proof of this proposition, we need few technical results stated in the next section.

4.4.1 Preliminaries

In this section, we use the bounds proved in Appendix A. The constants $\gamma^*$ and $C^*$ are such that all the propositions of Appendix A are true. Let $T > 0$. For $\mu \in C^0((0, T), (-\gamma^*, \gamma^*))$, $w \in L^2((0, T), \mathbb{R})$ and $f \in C^0([0, T], L^2((0, 1), \mathbb{R}))$, we consider the sequences

$$S_0 := \left( \int_0^T w(t) \langle f(t), \varphi_{k,u(t)} \rangle e^{ij \int_0^T \lambda_k \langle u(s)ds, dt \rangle \mu(t)} \right)_{k \in \mathbb{N}^*}$$

and

$$S_1 := \left( \int_0^T w(t) \left( \frac{d\varphi_k}{d\gamma} \right)_{\mu(t)} \langle f(t), \varphi_{k,u(t)} \rangle e^{ij \int_0^T \lambda_k \langle u(s)ds, dt \rangle \mu(t)} \right)_{k \in \mathbb{N}^*}.$$

Lemma 1. There exists $\gamma^* > 0$, $C^* > 0$ such that, for every $\gamma_1 \in (-\gamma^*, \gamma^*)$, for every $f \in L^2((0, 1), \mathbb{R})$,

$$\sum_{k=1}^{\infty} \left| k \langle f, \frac{d\varphi_k}{d\gamma} \rangle_{\gamma_1} \right|^2 \leq C \| f \|_{L^2}^2,$$

and for every $f \in H^2 \cap H_0^1((0, 1), \mathbb{R})$,

$$\sum_{k=1}^{\infty} \left| k^3 \langle f, \frac{d\varphi_k}{d\gamma} \rangle_{\gamma_1} \right|^2 \leq C \| f \|_{H^2}^2.$$
**Proof.** Thanks to (A.1), we have, for \( f \in L^2((0, 1), \mathbb{R}) \),
\[
\sum_{k=1}^{\infty} \left| k \left\langle f, \frac{d\varphi_k}{dt} \right\rangle_0 \right|^2 = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} a_{k,j} \left\langle f, \varphi_j \right\rangle^2
\]
where \( a_{k,j} := kx_{k,j} \) when \( k \neq j \) and \( a_{k,k} = 0 \). We check the existence of \( C > 0 \) such that,
\[
\forall j \in \mathbb{N}^*, \sum_{k=1}^{\infty} |a_{k,j}| \leq C \quad \text{and} \quad \forall k \in \mathbb{N}^*, \sum_{j=1}^{\infty} |a_{k,j}| \leq C.
\]
Thus, the Cauchy-Schwarz inequality justifies that,
\[
\forall (x_j) \in \mathbb{N}^*, \sum_{k=1}^{\infty} | \sum_{j=1}^{\infty} a_{k,j} x_j |^2 \leq C^2 \sum_{j=1}^{\infty} |x_j|^2,
\]
which gives the conclusion for \( \gamma_1 = 0 \). For \( \gamma_1 \neq 0 \), we conclude thanks to the result for \( \gamma_1 = 0 \) and (A.8). For \( f \in H^2 \cap H^1_0((0, 1), \mathbb{C}) \), we use integrations by parts and the equation (A.7). \( \square \)

**Proposition 8.** Let \( T > 0 \). There exists \( C > 0 \) such that, for every \( \mu \in H^1((0, T), \mathbb{R}) \) with \( \|\mu\|_{H^1((0,T),\mathbb{R})} \leq 1 \),
- when \( w \in L^2((0, T), \mathbb{R}) \) and \( f \in C^0([0, T], H^3 \cap H^1_0((0,1), \mathbb{R})) \), then \( S_0 \in h^2(\mathbb{N}^*, \mathbb{C}) \) and
  \[
  \|S_0\|_{h^2(\mathbb{N}^*, \mathbb{C})} \leq C \|w\|_{L^2} \|f\|_{C^0([0,T],H^3)};
  \]
  more precisely,
  \[
  S_0 = \left( \frac{1}{\Lambda} \int_0^T w(t) \langle Af(t), \varphi_k \rangle e^{\lambda_k t} dt \right)_{k \in \mathbb{N}^*},
  \]
  + terms with an \( h^2 \)-norm bounded by \( C \|\mu\|_{H^1} \|w\|_{L^2} \|f\|_{C^0([0,T],H^3)} \);
- when \( w \in H^2_0((0, T), \mathbb{R}) \) and \( f \in C^1([0, T], H^3 \cap H^1_0((0,1), \mathbb{R})) \) then \( S_0 \in h^2(\mathbb{N}^*, \mathbb{C}) \) and
  \[
  \|S_0\|_{h^2(\mathbb{N}^*, \mathbb{C})} \leq C \|w\|_{H^2} \|f\|_{C^0([0,T],H^3)} + \|w\|_{L^2} \|f\|_{C^1([0,T],H^3)};
  \]
  more precisely,
  \[
  S_0 = \left( -\frac{1}{\Lambda} \int_0^T (w(t) \langle f(t), \varphi_k \rangle + w(t) \langle \tilde{f}, \varphi_k \rangle) e^{\lambda_k t} dt \right)_{k \in \mathbb{N}^*},
  \]
  + terms with an \( h^2 \)-norm bounded by \( C \|\mu\|_{H^1} \|w\|_{H^2} \|f\|_{C^0([0,T],H^3)} + \|w\|_{L^2} \|f\|_{C^1([0,T],H^3)} \);
- when \( \mu \in H^2((0,T),\mathbb{R}) \), \( w \in H^2_0((0, T), \mathbb{R}) \) and \( f \in C^3([0, T], H^3 \cap H^1_0((0,1), \mathbb{R})) \) then \( S_0 \in h^2(\mathbb{N}^*, \mathbb{C}) \) and
  \[
  \|S_0\|_{h^2(\mathbb{N}^*, \mathbb{C})} \leq C \|w\|_{H^2} \|f\|_{C^0([0,T],H^3)} + \|w\|_{H^1} \|f\|_{C^1([0,T],H^3)} + \|\mu\|_{H^2} \|f\|_{C^0([0,T],H^3)}
  \]
  + \( \|w\|_{L^2} \|f\|_{C^2([0,T],H^3)} \),
  more precisely,
  \[
  S_0 = \left( -\frac{1}{\Lambda} \int_0^T (w(t) \langle f(t), \varphi_k \rangle + 2 \tilde{w}(t) \langle \tilde{f}, \varphi_k \rangle + w(t) \langle \tilde{f}, \varphi_k \rangle) e^{\lambda_k t} dt \right)_{k \in \mathbb{N}^*},
  \]
  + terms with an \( h^2 \)-norm bounded by
  \[
  C \|\mu\|_{H^1} \|w\|_{H^2} \|f\|_{C^0([0,T],H^3)} + \|w\|_{H^1} \|f\|_{C^1([0,T],H^3)} + \|\mu\|_{H^2} \|f\|_{C^0([0,T],H^3)}
  \]
  + \( \|w\|_{L^2} \|f\|_{C^2([0,T],H^3)} \).
Proposition 9. Let $T > 0$. There exists $C > 0$ such that, for every $\mu \in H^1((0,T), \mathbb{R})$ with $\|\mu\|_{H^1((0,T), \mathbb{R})} \leq 1$, 
- when $w \in L^2((0,T), \mathbb{R})$ and $f \in C^0([0,T], H^2 \cap H^1_0((0,1), \mathbb{R}))$, then $S_1 \in h^3(\mathbb{N}^*, \mathbb{C})$ and 
  $$\|S_1\|_{h^3(\mathbb{N}^*, \mathbb{C})} \leq C \|w\|_{L^2} \|f\|_{C^0([0,T], H^2)};$$
- when $w \in H^1_0((0,T), \mathbb{R})$ and $f \in C^1([0,T], H^2 \cap H^1((0,1), \mathbb{R}))$ then $S_1 \in h^5(\mathbb{N}^*, \mathbb{C})$ and 
  $$\|S_1\|_{h^5(\mathbb{N}^*, \mathbb{C})} \leq C \|w\|_{H^1} \|f\|_{C^0([0,T], H^2)} + \|w\|_{L^2} \|f\|_{C^1([0,T], H^2)};$$
- when $\mu \in H^2((0,T), \mathbb{R})$, $w \in H^1_0((0,T), \mathbb{R})$ and $f \in C^3([0,T], H^2 \cap H^1((0,1), \mathbb{R}))$ then $S_1 \in h^7(\mathbb{N}^*, \mathbb{C})$ and 
  $$\|S_1\|_{h^7(\mathbb{N}^*, \mathbb{C})} \leq C \|w\|_{H^1} \|f\|_{C^0([0,T], H^2)} + \|w\|_{H^1} \|f\|_{C^1([0,T], H^2)} + \|w\|_{L^2} \|f\|_{C^2([0,T], H^2)}. $$

In the end of this section, we justify the $h^3$-bound on $S_1$ and all the bounds on $S_0$. The other bounds can be proved in the same way.

Remark 9. Propositions 8 and 9 hold in any positive time $T$. Thus, if the linearized system around $(\psi_{ref}, u \equiv 0)$ is controllable in time $T$ with the bounds (3.8) and (3.9) (corresponding to $v = 0$), then, the nonlinear system is locally controllable in the same time $T$, whatever the value of $T$ is.

Proof of the $h^3$-bounds of Proposition 9. Thanks to Cauchy-Schwarz inequality and Lemma 1, we have

$$\|S_1\|_{h^3} \leq \int_0^T \left| w(t) \right|^2 dt \int_0^T \sum_{k=1}^\infty k^3 \left| \int f(t, 0) e^{i\lambda_k t} \right|^2 dt \leq C \|w\|_{L^2} \|f\|_{C^0([0,T], H^2)}^2.$$ 

□

Proof of the $h^3$-bounds of Proposition 8. First, we prove that, when $f \in C^0([0,T], H^1)$ and $\mu \equiv 0$ then $S_0 \in h^1(\mathbb{N}^*, \mathbb{C})$. Indeed, we have

$$S_{0,k} = \int_0^T w(t) \langle g(t), \varphi_k \rangle e^{i\lambda_k t} dt + \frac{\sqrt{2}}{k\pi} \left( (-1)^{k+1} \int_0^T w(t) f(t, 1) e^{i\lambda_k t} dt + \int_0^T w(t) f(t, 0) e^{i\lambda_k t} dt \right),$$

where $g(t, x) := f(t, x) - f(t, 1)x - f(t, 0)(1-x)$. Since $g \in C^0([0,T], H^1_0((0,1), \mathbb{C}))$, then, for every $t$, $(g(t, \varphi_k))_{k \in \mathbb{N}^*}$ belongs to $h^1(\mathbb{N}^*, \mathbb{C})$. When $T \in (2/\pi)\mathbb{N}$, we can conclude thanks to the Bessel Parseval inequality in $L^2((0,T), \mathbb{C})$. When $T \notin (2/\pi)\mathbb{N}$, we use the following consequence of the Ingham inequality. □

Lemma 2. Let $T > 0$. There exists $C > 0$ such that, for every $g \in L^2((0,T), \mathbb{C})$,

$$\left( \sum_{k=1}^\infty |c_k|^2 \right)^{1/2} \leq C \|g\|_{L^2((0,T), \mathbb{C})} \text{ where } c_k := \int_0^T g(t) e^{i\lambda_k t} dt.$$

Proof of Lemma 2. We know that there exists a constant $C > 0$ such that, for every $N \in \mathbb{N}$, and for every $(a_k)_{1 \leq k \leq N} \subset \mathbb{C}$,

$$\left\| \sum_{k=1}^N a_k e^{-i\lambda_k t} \right\|_{L^2((0,T), \mathbb{C})}^2 \leq C \sum_{k=1}^N |a_k|^2$$

(see [25], Th. 4). Let us introduce the following closed subspace of $L^2((0,T), \mathbb{C})$, $\mathcal{V} := \text{Span}\{e^{-i\lambda_k t}, k \in \mathbb{N}^*\}$. The family $(e^{-i\lambda_k t})_{k \in \mathbb{N}^*}$ is minimal in $L^2((0,T), \mathbb{C})$ because it satisfies an Ingham inequality (see [30], Lem. 1.2.7).
Thus, there exists a biorthonormal family \((z_k)_{k \in \mathbb{N}^*} \subset V\) (see [30], Th. 1.2.5): \(\langle e^{-i\lambda_k t}, z_j \rangle = \delta_{j,k}\). Let \(g \in L^2((0, T), \mathbb{C})\) and \(g_1\) be the orthogonal projection in \(L^2((0, T), \mathbb{C})\) of \(g\) on \(V\), \(g_1 = \sum_{k=1}^{\infty} c_k z_k\). We have

\[
\|c_k\|_{l^2} = \sup\{|\sum_{k=1}^{\infty} c_k^2|^1/2; a = (a_k)_{k \in \mathbb{N}} \in l^2(\mathbb{N}, \mathbb{C}), \|a\|_{l^2} \leq 1\} = \sup\{|\sum_{k=1}^{N} c_k^2|^1/2; N \in \mathbb{N}^*, (a_k)_{1 \leq k \leq N} \subset \mathbb{C}, \sum_{k=1}^{N} |a_k|^2 \leq 1\}
\]

\[
= \sup\{|\int_0^T g_1(t) \overline{h(t)} dt; N \in \mathbb{N}^*, h = \sum_{k=1}^{N} a_k e^{-i\lambda_k t}, (a_k)_{1 \leq k \leq N} \subset \mathbb{C}, \sum_{k=1}^{N} |a_k|^2 \leq 1\} \leq C\|g_1\|_{L^2} \leq C\|g\|_{L^2}.
\]

Now, let \(f \in C^0([0, T], H^3 \cap H^1_0((0, 1), \mathbb{C}))\). Let us consider the decomposition

\[
S_{0,k} = \int_0^T w(t) \left( \frac{1}{\lambda_k, \mu(t)} - \frac{1}{\lambda_k} \right) \langle A_{\mu(t)} f(t), \varphi_{k, \mu(t)} \rangle e^{i \int_0^t \lambda_k, \mu(s) ds} dt + \frac{1}{\lambda_k} \int_0^T w(t) \langle A_{\mu(t)} f(t), \varphi_k - \mu(t) \varphi_k^{(1)} \rangle e^{i \int_0^t \lambda_k, \mu(s) ds} dt + \frac{1}{\lambda_k} \int_0^T w(t) \mu(t) \langle A_{\mu(t)} f(t), \varphi_k^{(1)} \rangle e^{i \int_0^t \lambda_k, \mu(s) ds} dt + \frac{1}{\lambda_k} \int_0^T w(t) \langle A_{\mu(t)} f(t), \varphi_k \rangle (e^{i \int_0^t \lambda_k, \mu(s) ds} - e^{i \lambda_k t}) dt + \frac{1}{\lambda_k} \int_0^T w(t) \langle A_{\mu(t)} f(t), \varphi_k \rangle e^{i \lambda_k t} dt
\]

called

\[
S_0 = S_{0,a} + S_{0,b} + S_{0,c} + S_{0,d} + S_{0,e}.
\]

The first part of this proof justifies that

\[
\|S_{0,e}\|_{H^3} \leq C\|w\|_{L^2} \|f\|_{C^0([0, T], H^3)}.
\]

Thanks to (A.4) and the Cauchy-Schwarz inequality in \(L^2((0, T), \mathbb{R})\), we get

\[
\|S_{0,a}\|_{H^3} \leq C\|\mu\|_{H^1} \|w\|_{L^2} \|A_{\mu} f\|_{C^0([0, T], L^2)} \leq C\|\mu\|_{H^1} \|w\|_{L^2} \|f\|_{C^0([0, T], H^2)}.
\]

Thanks to (A.10), we get,

\[
\|S_{0,b}\|_{H^3} \leq C\|\mu\|_{H^1} \|w\|_{L^2} \|A_{\mu} f\|_{C^0([0, T], L^2)} \leq C\|\mu\|_{H^1} \|w\|_{L^2} \|f\|_{C^0([0, T], H^2)}.
\]

In the same way and thanks to Lemma 1, we get

\[
\|S_{0,c}\|_{H^3} \leq C\|w\|_{L^2} \|A_{\mu} f\|_{C^0([0, T], L^2)} \leq C\|\mu\|_{H^1} \|w\|_{L^2} \|f\|_{C^0([0, T], H^2)}.
\]

Thanks to (A.12), we can write

\[
\int_0^t \lambda_k, \mu(s) ds = \lambda_k t + \frac{1}{3} \int_0^t \mu(s) ds + c_k(t) \text{ where } |c_k(t)| \leq \frac{C\|\mu\|_{H^1}}{k^2}.
\] (4.6)
Thus, we have the decomposition
\[
S_{0,d,k} = \frac{1}{\lambda_k} \int_0^T w(t)(A_{\mu(t)}f(t), \phi_k)(e^{i \int_0^t \lambda_k \mu(s) ds} - e^{i(\lambda_k t + \frac{1}{\lambda_k} \int_0^t \mu(s) ds)}) dt \\
+ \frac{1}{\lambda_k} \int_0^T w(t)(e^{i \frac{1}{\lambda_k} \int_0^t \mu(s) ds} - 1)(A_{\mu(t)}f(t), \phi_k) e^{i \lambda_k t} dt.
\]

The bound (4.6) justifies that the $h^3$-norm of the first term of this decomposition is bounded by $C\|\mu\|_{H^1}\|w\|_{L^2}\|f\|_{C^0([0,T], H^2)}$. Using the first part of this proof, we get the following bound for the $h^3$-norm of the second term of this decomposition
\[
C\|w(t)(1 - e^{i \frac{1}{\lambda_k} \int_0^t \mu(s) ds})\|_{L^2}\|A_{\mu(t)}f\|_{C^0([0,T], H^1)} \leq C\|\mu\|_{H^1}\|w\|_{L^2}\|f\|_{C^0([0,T], H^2)}. 
\]

**Proof of the $h^3$-bound of Proposition 8.** Thanks to and integration by parts, we get
\[
S_{0,k} = \int_0^T \mu \left( \int_0^t \frac{1}{\lambda_k} \lambda_k \mu \right) w(A_{\mu(t)}f, \phi_k) e^{i \int_0^t \lambda_k \mu} dt \\
- \int_0^T w \left( \frac{1}{\lambda_k} \lambda_k \mu \right) (f, \phi_k) e^{i \int_0^t \lambda_k \mu} dt \\
- \int_0^T \lambda_k \int_0^t \lambda_k \mu \left( \frac{d \phi_k}{dt} \right) \mu e^{i \int_0^t \lambda_k \mu} dt.
\]

Let us call this decomposition
\[
S_0 = S_{0,d'} + S_{0,b'} + S_{0,c'} + S_{0,d'}.
\]

Using the following bound
\[
\left| \int_0^T \frac{1}{\lambda_k} \lambda_k \mu \right| \leq C \frac{1}{h^3},
\]
which is a consequence of (A.1) and (A.11), we get
\[
\|S_{0,a'}\|_{h^3} \leq C\|\mu w\|_{L^2}\|A_{\mu(t)}f\|_{C^0([0,T], L^2)} \leq C\|\mu\|_{H^1}\|w\|_{H^1}\|f\|_{C^0([0,T], H^2)}.
\]

Using Lemma 1, we get
\[
\|S_{0,d'}\|_{h^3} \leq C\|\mu w\|_{L^2}\|f\|_{C^0([0,T], H^2)} \leq C\|\mu\|_{H^1}\|w\|_{H^1}\|f\|_{C^0([0,T], H^2)}.
\]

We have
\[
S_{0,b'} = i \int_0^T \bar{w} \left( \frac{1}{\lambda_k} \lambda_k \mu - \frac{1}{\lambda_k} \right) \left( A_{\mu(t)}f, \phi_k \right) e^{i \int_0^t \lambda_k \mu} dt + i \int_0^T \bar{w} \left( f, \phi_k \right) e^{i \int_0^t \lambda_k \mu} dt.
\]

Thanks to (A.4), the $h^3$-norm of the first term in this sum is bounded by $C\|\mu\|_{H^1}\|w\|_{H^1}\|f\|_{C^0([0,T], H^2)}$. The decomposition of $S_0$ in $h^3$ gives
\[
S_{0,b'} = \left( -\frac{1}{\lambda_k} \int_0^T \bar{w} \left( f, \phi_k \right) e^{i \lambda_k t} dt \right)_{k \in \mathbb{N}^*} + \text{terms with an } h^3\text{norm } \leq C\|\mu\|_{H^1}\|w\|_{H^1}\|f\|_{C^0([0,T], H^2)}.
\]

Doing the same thing on $S_{0,c'}$, we get
\[
S_{0,c'} = \left( -\frac{1}{\lambda_k} \int_0^T w \left( f, \phi_k \right) e^{i \lambda_k t} dt \right)_{k \in \mathbb{N}^*} + \text{terms with an } h^3\text{norm } \leq C\|\mu\|_{H^1}\|w\|_{L^2}\|f\|_{C^0([0,T], H^2)}. \quad \Box
\]
Proof of the $h^7$-bound of Proposition 8. First, one notice that $S_{0,a'}$ and $S_{0,d'}$ belong to $h^7$. Indeed,

$$S_{0,a'} = \frac{\lambda_k}{\lambda_k^*} \int_0^T \hat{\mu} w(f, \varphi_{k,\mu}) e^{it\lambda_k \cdot \nu} \, dt + \int_0^T \left( \frac{\lambda_k}{\lambda_k^*} - \frac{\lambda_k}{\lambda_k^*} \right) \hat{\mu} w(A_{\mu} f, \varphi_{k,\mu}) e^{it\lambda_k \cdot \nu} \, dt.$$  

Using the Cauchy Schwarz inequality in $L^2((0, T), C)$, the orthonormality of the family $(\varphi_{k,\mu})$ and the inequality

$$\left| \frac{\lambda_k^{\prime}}{\lambda_k} - \frac{\lambda_k}{\lambda_k^*} \right| \leq C\|\mu\|_{H^1} \frac{k^7}{C},$$

which is a consequence of (A.3) and (A.11), we get the following bound for the $h^7$-norm of the second term in $S_{0,a'}$

$$C\|\mu\|_{H^1} \|\hat{\mu} w\|_{L^2} \|A_{\mu} f\|_{C^0([0, T], H^2)} \leq C\|\mu\|_{H^1} \|w\|_{H^1} \|f\|_{C^0([0, T], H^2)}.$$  

Thanks to (A.1) and the $h^3$-bound on $S_0$, we get the following bound for the $h^7$-norm of the first term in $S_{0,a'}$

$$C\|\hat{\mu} w\|_{L^2} \|f\|_{C^0([0, T], H^2)} \leq C\|\mu\|_{H^1} \|w\|_{H^1} \|f\|_{C^0([0, T], H^2)}.$$  

We also have

$$S_{0,d'} = \frac{-1}{i\lambda_k} \int_0^T \hat{\mu} w \left( f \frac{d\varphi_{k,\gamma}}{dt} \right)_{\mu(t)} e^{it\lambda_k \cdot \nu} \, dt + \int_0^T \left( \frac{1}{i\lambda_k} - \frac{1}{i\lambda_k} \right) \hat{\mu} w \left( f \frac{d\varphi_{k,\gamma}}{dt} \right)_{\mu(t)} e^{it\lambda_k \cdot \nu} \, dt.$$  

Thanks to (A.4) and Lemma 1, we get the following bound for the $h^7$-bound of the second term in $S_{0,d'}$

$$C\|\mu\|_{H^1} \|\hat{\mu} w\|_{L^2} \|f\|_{C^0([0, T], H^2)} \leq C\|\mu\|_{H^1} \|w\|_{H^1} \|f\|_{C^0([0, T], H^2)}.$$  

For the first term, applying the bound we know on the $h^5$-norm of $S_1$, we get the following bound

$$C\|\hat{\mu} w\|_{L^2} \|f\|_{C^1([0, T], H^2)} + \|\hat{\mu} w\|_{H^1} \|f\|_{C^0([0, T], H^2)} \leq C[\|\mu\|_{H^1} \|w\|_{H^1} \|f\|_{C^1([0, T], H^2)} + \|\mu\|_{H^2} \|w\|_{H^1} \|f\|_{C^0([0, T], H^2)}].$$  

Now, we have to study $S_{0,b'}$ and $S_{0,c'}$ in $h^7$. Using (A.12), we get

$$\frac{1}{\lambda_k} - \frac{1}{\lambda_k} = \frac{\mu}{3\lambda_k} + d_k(\mu) \text{ where } |d_k(\mu)| \leq \frac{C\|\mu\|_{H^1}}{k^7}. \quad (4.7)$$  

Thus,

$$S_{0,b'} = \frac{-1}{i\lambda_k} \int_0^T \hat{\mu} w(f, \varphi_{k,\mu}) e^{it\lambda_k \cdot \nu} \, dt + \frac{1}{3\lambda_k} \int_0^T \hat{\mu} w(f, \varphi_{k,\mu}) e^{it\lambda_k \cdot \nu} \, dt + \int_0^T d_k(\mu) \hat{\mu} w \left( (A_{\mu} f, \varphi_{k,\mu}) e^{it\lambda_k \cdot \nu} \right) \, dt. \quad (4.8)$$  

Let us call this decomposition

$$S_{0,b'} = S_{0,b',1} + S_{0,b',2} + S_{0,b',3}.$$

Thanks to (4.7), we get

$$\|S_{0,b',3}\|_{h^7} \leq C\|\mu\|_{H^1} \|w\|_{H^1} \|f\|_{C^0([0, T], H^2)}.$$
Using the bound on the $h^3$-norm of $S_0$, we get
\[ \|S_0v,2\|_{h^7} \leq C\|\mu\|_{L^2}\|f\|_{C^0([0,T],H^3)} \leq C\|\mu\|_{H^1}\|w\|_{H^2}\|f\|_{C^0([0,T],H^3)}. \]

Thanks to the decomposition of $S_0$ in $h^5$, we get
\[ S_{0,v} = \frac{1}{\lambda_k^3} \int_0^T (\ddot{w}(f,\phi_k) + \dot{w}(f,\phi_k)) e^{i\lambda_k t} dt + \text{terms with an } h^7 \text{norm} \leq C\|\mu\|_{H^1}\|w\|_{H^2}\|f\|_{C^0([0,T],H^3)} + \|w\|_{H^2}\|f\|_{C^1([0,T],H^3)}. \]

Working in the same way on $S_{0,v'}$, we get
\[ S_{0,v'} = -\frac{1}{\lambda_k^3} \int_0^T (\ddot{w}(f,\phi_k) + w(f,\phi_k)) e^{i\lambda_k t} dt + \text{terms with an } h^7 \text{ norm} \leq C\|\mu\|_{H^1}\|w\|_{H^2}\|f\|_{C^1([0,T],H^3)} + \|w\|_{L^2}\|f\|_{C^0([0,T],H^3)}. \]

4.4.2. Study of $M_0(v_0,v') - M_0(v_0,v')$ in several pieces on which we prove the bounds of Proposition 7 one by one. We introduce the sequences $dM_1(v) := (dM_j(v))_{j \in \mathbb{N}}$. for $j = 1, 2, 3, 4, 5,$

\begin{align*}
\text{d}M_1(v)_1 &:= \int_0^T \dot{\psi} (x^2 \dot{\psi}) \psi - (x^2 \dot{\psi}, \psi_0) dt, \\
\text{d}M_1(v)_k &:= \int_0^T \dot{\psi} (x^2 \psi, \phi_k) e^{\int_0^s \lambda_k \mu(s) ds} - (x^2 \psi, \phi_k) e^{i\lambda_k t} dt, \text{ for every } k \geq 2, \\
\text{d}M_2(v)_1 &:= \int_0^T \alpha (x^2 \psi, \phi_k) e^{\int_0^s \lambda_k \mu(s) ds} - (x^2 \psi, \phi_k) e^{i\lambda_k t} dt, \text{ for every } k \geq 2, \\
\text{d}M_3(v)_1 &:= 0, \\
\text{d}M_3(v)_k &:= \int_0^T \alpha (x^2 \psi, \phi_k) e^{\int_0^s \lambda_k \mu(s) ds} - (x^2 \psi, \phi_k) e^{i\lambda_k t} dt, \forall k \geq 2
\end{align*}

where
\begin{align*}
\alpha &:= \frac{\langle \psi_0, \phi_1 \rangle}{\langle \psi_0, \phi_1 \rangle} \text{ and } \\
\psi_0 &:= -\psi_0 + i\dot{x}^2 \psi_0,
\end{align*}

with
\begin{align*}
\text{d}M_4(v)_1 &:= 0, \\
\text{d}M_4(v)_k &:= \int_0^T \dot{\mu} \left( \psi, \frac{d\phi_k}{dt} \right)_\mu e^{\int_0^s \lambda_k \mu(s) ds} dt, \forall k \geq 2, \\
\text{d}M_5(v)_1 &:= 0, \\
\text{d}M_5(v)_k &:= \int_0^T \dot{\mu} \left( \psi, \frac{\phi_k}{\psi_0} \right)_\mu e^{\int_0^s \lambda_k \mu(s) ds} dt, \forall k \geq 2.
\end{align*}

First, let us remark that, when $\delta_4 \leq 1$ then (see App. B)
\begin{align*}
\|\psi\|_{C^0([0,T],H^2)} &\leq C, \\
\|\dot{\psi}\|_{C^0([0,T],H^2)}, \|\ddot{\psi}\|_{C^0([0,T],H^2)} &\leq C, \\
\|\dddot{\psi}\|_{C^0([0,T],H^2)}, \|\psi\|_{C^0([0,T],H^2)} &\leq C(1 + \delta_6).
\end{align*}
Study of $dM_1$. We have
\[
|dM_1(v)_1| \leq C\|v\|_{H^1} \|\psi - \psi_{ref}\|_{C^0([0,T],L^2)} \leq \delta_4 \|v\|_{H^1}.
\]

Thanks to Proposition 8, we have, for $k \geq 2$,
\[
dM_1(v)_k = \frac{1}{\lambda_k} \int_0^T \hat{v} \left\langle A \left[ x^2(\psi - \psi_{ref}) \right], \varphi_k \right\rangle e^{\lambda_k t} dt
\]
\[+ \text{ terms with an } h^3 \text{ norm bounded by } C\|v\|_{H^1} \|\psi\|_{C^0([0,T],H^3)} \leq C\delta_4 \|v\|_{H^1}.
\]

Applying again Proposition 8, we get
\[
\left\|dM_1\right\|_{h^3} \leq C\|v\|_{H^1} \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)} + \delta_4 \|v\|_{H^1} \leq C\delta_4 \|v\|_{H^1}.
\]

Thanks to Proposition 8, we have, for $k \geq 2$,
\[
dM_1(v)_k = \frac{1}{\lambda_k} \int_0^T \hat{v} \left\langle A \left[ x^2(\psi - \psi_{ref}) \right], \varphi_k \right\rangle e^{\lambda_k t} dt
\]
\[+ \text{ terms with an } h^3 \text{ norm bounded by } C\|v\|_{H^1} \|\psi\|_{C^0([0,T],H^3)} + \|v\|_{H^1} \|\psi\|_{C^1([0,T],H^2)} \leq C\delta_4 \|v\|_{H^2} + \delta_6 \|v\|_{H^1}.
\]

Applying again Proposition 8, we get
\[
\left\|dM_1\right\|_{h^3} \leq C\left\|\hat{v}\right\|_{L^2} \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)} + \left\|\hat{v}\right\|_{L^2} \|\dot{\psi} - \dot{\psi}_{ref}\|_{C^0([0,T],H^3)} + \delta_4 \|v\|_{H^2} + \delta_6 \|v\|_{H^1}
\]
\[\leq C\delta_4 \|v\|_{H^2} + \delta_6 \|v\|_{H^1}.
\]

We study $dM_1$ in $h^7$ in the same way.

Study of $dM_2$. For the study of $dM_2$, we apply Proposition 8. We have
\[
\left\|dM_2\right\|_{h^3} \leq C\|uv\|_{L^2}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)})
\]
\[\leq C\|v\|_{H^1} \delta_4,
\]
\[
\left\|dM_2\right\|_{h^3} \leq C\|uv\|_{H^1}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)}) + \|uv\|_{L^2}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)})
\]
\[\leq C\|v\|_{H^2} \delta_4 + \|v\|_{H^1} \delta_6,
\]
\[
\left\|dM_2\right\|_{h^7} \leq C\|uv\|_{H^1}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)}) + \|uv\|_{H^1}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)})
\]
\[+ \|uv\|_{L^2}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)}) + \|\mu\|_{H^2} \|uv\|_{H^1}(1 + \|\psi - \psi_{ref}\|_{C^0([0,T],H^3)})
\]
\[\leq C\|v\|_{H^2} \delta_4 + \|v\|_{H^2} \delta_6 + \|v\|_{H^1} \delta_6.
\]

Study of $dM_3$. We detail the study of $dM_3$ in $h^3$, the study in $h^5$ and $h^7$ can be done in the same way. Using the same arguments as for $S_0$ in $h^3$, and the bound
\[
\left\|\dot{\alpha}\right\|_{L^2} \leq C\|v\|_{H^1},
\]
we get
\[
dM_3(v) = \int_0^T (\dot{\alpha} - \dot{\alpha}_0) \left\langle x^2 \psi, \varphi_k \right\rangle e^{\lambda_k t} dt + \int_0^T \dot{\alpha}_0 \left\langle x^2(\psi - \psi_{ref}), \varphi_k \right\rangle e^{\lambda_k t} dt
\]
\[+ \text{ terms with an } h^3 \text{ norm bounded by } C\delta_4 \|v\|_{H^1}.
\]
One can prove that
\[ \| \dot{\alpha} - \dot{\alpha}_0 \|_{L^2} \leq C \delta^4 \| v \|_{H^1} \]
which, with Proposition 8, gives the conclusion.

**Study of** \( dM_4 \). Thanks to Proposition 9, we have
\[
\| dM_4(v) \|_{H^1} \leq C \| \mu \|_{H^1} \| \Psi \|_{C^0([0,T],H^2)}, \\
\| dM_4(v) \|_{H^2} \leq C \| \mu \|_{H^2} \| \Psi \|_{C^0([0,T],H^2)} + \| \mu \|_{H^1} \| \Psi \|_{C^1([0,T],H^2)}, \\
\| dM_4(v) \|_{H^3} \leq C \| \mu \|_{H^3} \| \Psi \|_{C^0([0,T],H^2)} + \| \mu \|_{H^2} \| \Psi \|_{C^1([0,T],H^2)} + \| \mu \|_{H^1} \| \Psi \|_{C^2([0,T],H^2)} + \| \mu \|_{H^2} \| \mu \|_{H^1} \| \Psi \|_{C^0([0,T],H^1)}.
\]

Using Appendix B, we get, when \( \delta_4 \leq 1 \),
\[
\| \Psi \|_{C^0([0,T],H^2)} \leq C \| v \|_{H^1}, \\
\| \Psi \|_{C^1([0,T],H^2)} \leq C \| v \|_{H^2}, \\
\| \Psi \|_{C^2([0,T],H^2)} \leq C \| v \|_{H^3} + \delta_5 \| v \|_{H^1},
\]
which gives the conclusion.

**Study of** \( dM_5 \). Thanks to Proposition 9, we have
\[
\| dM_5(v) \|_{H^1} \leq C \| \dot{\mu} \|_{L^2} \| \psi \|_{C^0([0,T],H^2)}, \\
\| dM_5(v) \|_{H^2} \leq C \| \dot{\mu} \|_{H^2} \| \psi \|_{C^0([0,T],H^2)} + \| \dot{\mu} \|_{L^2} \| \psi \|_{C^1([0,T],H^2)}, \\
\| dM_5(v) \|_{H^3} \leq C \| \dot{\mu} \|_{H^3} \| \psi \|_{C^0([0,T],H^2)} + \| \dot{\mu} \|_{H^2} \| \psi \|_{C^1([0,T],H^2)} + \| \dot{\mu} \|_{H^1} \| \psi \|_{C^2([0,T],H^2)} + \| \dot{\mu} \|_{L^2} \| \psi \|_{C^0([0,T],H^2)}.
\]

Thanks to Appendix B, we have
\[ \| \alpha \|_{H^1} \leq C \| v \|_{H^1} \quad \text{and} \quad \| \alpha \|_{H^2} \leq C \| v \|_{H^2}. \]

Thus
\[ \| \dot{\mu} \|_{L^2} \leq C \delta_4 \| v \|_{H^1}, \quad \| \dot{\mu} \|_{H^1} \leq C \delta_6 \| v \|_{H^1}, \quad \| \dot{\mu} \|_{H^2} \leq C \delta_8 \| v \|_{H^1} + \delta_6 \| v \|_{H^2}, \]
which gives the conclusion.

5. **Local controllability around** \( \psi_1 \)

5.1. **Local controllability up to codimension one around** \( \psi_1 \)

Let us introduce the following closed subspace of \( L^2((0,1), \mathbb{C}) \),
\[ V := \text{Span}\{ \varphi_k; k \geq 2 \} \]
and the orthogonal projection \( P : L^2((0,1), \mathbb{C}) \to V \). We admit the following result, that will be proved in Section 6.

**Theorem 9.** Let \( T := 2/\pi \) and \( \epsilon > 0 \). There exists \( C > 0, \delta > 0 \) and a continuous map
\[ \Gamma : N \times \tilde{N} \to \overline{H^2_0((0,T), \mathbb{R})} \]
\[ (\psi_0, \; \psi_f) \mapsto u \]
where
\[ \mathcal{N} := \{ \psi \in \mathcal{S} \cap H^{5+\epsilon}_0((0, 1), \mathbb{C}); \| \psi - \varphi_1 \|_{H^{5+\epsilon}} \langle \delta \}, \]
\[ \widetilde{\mathcal{N}} := \{ \widetilde{\psi} \in V \cap H^{5+\epsilon}_0((0, 1), \mathbb{C}); \| \widetilde{\psi} \|_{L^2} \leq 1 \text{ and } \| \widetilde{\psi} \|_{H^{5+\epsilon}} \langle \delta \}, \]
such that, for every \((\psi_0, \widetilde{\psi}_f) \in \mathcal{N} \times \widetilde{\mathcal{N}}\)
\[ \| \Gamma(\psi_0, \widetilde{\psi}_f) \|_{H^5} \leq C \| \mathcal{P} \psi_0 \|_{H^{5+\epsilon}} + \| \widetilde{\psi}_f \|_{H^{5+\epsilon}} \]
and the trajectory of \((\Sigma)\) with \(\psi(0) = \psi_0\) and control \(u = \Gamma(\psi_0, \widetilde{\psi}_f)\) satisfies \(\mathcal{P} \psi(T) = \widetilde{\psi}_f\).

**Remark 10.** This theorem probably holds with any \(T > 0\). Indeed, the linearized system around \((\varphi_1, u \equiv 0)\) is controllable in any positive time (see Th. 4) and the application of the Nash-Moser theorem does not introduce a positive minimal time for the controllability that is not needed for the linearized system (see Rem. 9). The only point which misses to get theorem with any \(T > 0\) is the controllability of the linearized system around \((\varphi_1, u \equiv 0)\) WITH the bounds (3.8) and (3.9) (corresponding to \(v = 0\)) in any time \(T > 0\). Theses bounds are easier to prove with \(T = 2/\pi\).

### 5.2. Second order term

The goal of this section is the proof of the following result.

**Proposition 11.** Let \(T := 2/\pi\). There exist \(v_\pm \in \overline{H^1} \cap H^3_0((0, T), \mathbb{R})\) and \(v_\pm \in \overline{H^3_0}((0, T), \mathbb{R})\) such that the solutions of the following systems
\[
\begin{cases}
    i\dot{\Psi}_\pm = -\Psi''_\pm + \dot{v}_\pm(t)x^2\varphi_1(t), & \Psi_\pm(t, 0) = \Psi_\pm(t, 1) = 0, \\
    i\dot{\xi}_\pm = -\xi''_\pm + \dot{v}_\pm(t)x^2\Psi_\pm + [\dot{v}_\pm - 4v^2_\pm](t)x^2\varphi_1(t), & \xi_\pm(t, 0) = \xi_\pm(t, 1) = 0,
\end{cases}
\]
satisfy \(\Psi_\pm(T) = 0\) and \(\xi_\pm(T) = \pm i\varphi_1(T)\).

Let us introduce the following subspace of \(L^2((0, 2/\pi), \mathbb{C})\)
\[ \mathcal{X} := \text{Span}\{e^{i(\lambda_k - \lambda_1)t}; k \in \mathbb{N}^*\}. \]

We denote by \(\mathcal{X}^\perp\) the orthogonal subspace to \(\mathcal{X}\) in \(L^2((0, 2/\pi), \mathbb{C})\).

**Proposition 11.** Let \(T := 2/\pi\). There exists \(v \in \overline{H^1} \cap H^3_0((0, T), \mathbb{R})\) such that \(\dot{v} \in \mathcal{X}^\perp\) and
\[ \int_0^T \dot{v}(t) \langle x^2\Psi(t), \varphi_1 \rangle e^{i\lambda_1 t} dt - 4\langle x^2 \varphi_1, \varphi_1 \rangle \int_0^T v(t)^2 dt \in (0, +\infty)(\text{resp. } \in (-\infty, 0)) \quad (5.1) \]
where \(\Psi\) is the solution of
\[
\begin{cases}
    i\dot{\Psi} = -\Psi'' + \dot{v}(t)x^2\varphi_1(t), \\
    \Psi(t, 0) = \Psi(t, 1) = 0, \\
    \Psi(0) = 0.
\end{cases}
\]

**Remark 11.** When \(\dot{v} \in \mathcal{X}^\perp\) the left hand side of (5.1) belongs to \(\mathbb{R}\). Indeed, we have
\[ \Psi(t) = \sum_{k=1}^{\infty} y_k(t)\varphi_k \text{ where } y_k(t) = -i \langle x^2 \varphi_1, \varphi_k \rangle \int_0^t \dot{v}(\tau)e^{i(\lambda_k - \lambda_1)^\tau} d\tau e^{-i\lambda_1 t}, \]
thus
\[
\int_0^T \dot{v}(t) \langle x^2 \Psi(t), \varphi_1 \rangle e^{i\lambda_1 t} dt = -i \sum_{k=1}^{\infty} \langle x^2 \varphi_1, \varphi_k \rangle^2 f_k(v)
\]
where
\[
f_k(v) := \int_0^T \dot{v}(t)e^{i(\lambda_k-\lambda_1)t} \int_0^t \dot{v}(\tau)e^{i(\lambda_1-\lambda_k)\tau} d\tau dt.
\]
Thanks to an integration by parts, the assumption \( \dot{v} \in X^1 \) gives, for every \( k \in \mathbb{N}^* \), \( f_k(v) \in i\mathbb{R} \).

**Proof.** We consider the candidate
\[
\dot{v}(t) := \cos (n_1 \pi^2 t) - \cos (n_2 \pi^2 t)
\]
where \( n_1, n_2 \in \mathbb{N}^*, n_1 \neq n_2 \) and \( n_1, n_2 \notin \{k^2 - 1; k \in \mathbb{N}^* \} \). Then \( \dot{v} \in X^1 \), and \( v(t) := \int_0^t \dot{v}(\tau) d\tau \) belongs to \( H^4 \cap H^3_0((0,T), \mathbb{R}) \). Explicit computations give \( f_1(v) = 0 \) and, for \( k \geq 2 \),
\[
f_k(v) = \frac{1}{2i\pi^3} \left( \frac{1}{-n_1 + k^2 - 1} + \frac{1}{n_1 + k^2 - 1} + \frac{1}{n_2 + k^2 - 1} \right).
\]
Thus,
\[
\int_0^T \dot{v}(t) \langle x^2 \Psi(t), \varphi_1 \rangle e^{i\lambda_1 t} dt - 4 \langle x^2 \varphi_1, \varphi_1 \rangle \int_0^T v(t)^2 dt = A(n_1) + A(n_2)
\]
where
\[
A(n) := -\frac{4}{n^2 \pi^6} \left( \frac{1}{3} - \frac{1}{2\pi^2} \right) - \frac{64}{\pi^4} \sum_{k=2}^{\infty} \frac{k^2}{(k+1)^3(k-1)^3(n+k^2-1)(-n+k^2-1)}.
\]
With \( (n_1, n_2) = (1, 2) \), we get \( A(n_1), A(n_2) < 0 \) and with \( (n_1, n_2) = (4, 5) \), we get \( A(n_1), A(n_2) > 0 \).

**Proof of Proposition 10.** Let \( v \in H^4 \cap H^3_0((0,T), \mathbb{R}) \) be such that
\[
\int_0^T \dot{v}(t) \langle x^2 \Psi(t), \varphi_1 \rangle e^{i\lambda_1 t} dt - 4 \langle x^2 \varphi_1, \varphi_1 \rangle \int_0^T v(t)^2 dt = -1 \quad (\text{resp. } +1),
\]
(5.2)
such a \( v \) exists thanks to Proposition 11. The assumption \( \dot{v} \in X^1 \) gives \( \Psi(T) = 0 \). For \( \nu \in H^3_0((0,T), \mathbb{R}) \), we have \( \xi(T) = \sum_{k=1}^{\infty} z_k(T) \varphi_k \) where
\[
z_k(T) := -i \int_0^T \left( \dot{v}(t) \langle x^2 \Psi(t), \varphi_k \rangle + (\dot{\nu} - 4v^2(t) \langle x^2 \varphi_1, \varphi_k \rangle e^{-i\lambda_1 t}) e^{i\lambda_k t} dt \right) e^{-i\lambda_1 T}.
\]
Thus, the equality \( \xi(T) = i\dot{\psi}_1(T) \) (resp. \( \xi(T) = -i\dot{\psi}_1(T) \)) is equivalent to (5.2) and for every \( k \geq 2 \)
\[
\int_0^T \dot{v}(t)e^{i(\lambda_k-\lambda_1)t} dt = 4 \int_0^T v^2(t)e^{i(\lambda_1-\lambda_k)t} dt - \frac{1}{\langle x^2 \varphi_1, \varphi_k \rangle} \int_0^T \dot{v}(t) \langle x^2 \Psi(t), \varphi_k \rangle e^{i\lambda_k t} dt.
\]
(5.3)
There exists \( \nu \in H^3_0((0,T), \mathbb{R}) \) with these prescribed Fourier coefficients if and only if the right hand side of (5.3) belongs to \( h^4(\mathbb{N}^*, \mathbb{C}) \). This condition is satisfied when \( v \in H^4 \cap H^3_0((0,T), \mathbb{R}) \).

\[\square\]
5.3. Proof of Theorem 6

In all this section $T := 2/\pi$, $\epsilon \in (0, 1)$. Let $\rho \in \mathbb{R}$, $\psi_0, \psi_f \in H^{5+\epsilon}((0, 1), \mathbb{C})$. Let us consider, for $t \in [0, T]$, $u(t) := \sqrt{|\rho|} \psi + |\rho| \nu$

where $\nu := \nu_+$. Let $\rho := \nu_+$ if $\rho \geq 0$, $\nu := \nu_-$ if $\rho \leq 0$ and $\nu_\pm$ are defined in Proposition 10. Let $\psi$ be the solution of $(\Sigma)$ on $[0, T]$ with control $u$ and such that $\psi(0) = \psi_0$. Since $u \in H^1_\delta((0, T), \mathbb{R})$, we have $\psi(T) \in H^{5+\epsilon}((0, 1), \mathbb{C})$.

**Proposition 12.** There exists a constant $C$ such that, for every $\rho \in (-1, 1)$, we have

$$
\|\psi(T) - (1 + i\rho)\varphi_1\|_{H^{5+\epsilon}} \leq C[\|\psi_0 - \varphi_1\|_{H^{5+\epsilon}} + |\rho|^{3/2}].
$$

(5.4)

**Proof.** We have $\psi(T) - (1 + i\rho)\varphi_1 = (\psi - Z)(T)$ where $Z := \psi + \Psi + \xi$ and

$$
\begin{cases}
i\dot{\Psi} = -\Psi'' + \sqrt{|\rho|} \dot{\psi} x \varphi_1, \\
\Psi(t, 0) = \Psi(t, 1) = 0,
\end{cases}
\begin{cases}
i\dot{\xi} = -\xi'' + \sqrt{|\rho|} \dot{\psi} x \Psi_1 + |\rho| (\dot{\nu} - 4\nu^2) x \varphi_1, \\
\xi(t, 0) = \xi(t, 1) = 0,
\end{cases}
\begin{cases}
\Psi(0) = 0, \\
\xi(0) = 0.
\end{cases}
$$

The function $\Delta := \psi - Z$ solves

$$
\begin{cases}
i\dot{\Delta} = -\Delta'' + [\dot{\nu} - 4\nu^2] \Delta - \sqrt{|\rho|} \dot{\psi} x \Delta - |\rho| \dot{\psi} x (\Psi + \xi) + 4|2| |\rho|^{3/2} \nu |\nu|^{2|2|} |\varphi_1| + 4\nu^2 (\Psi + \xi), \\
\Delta(0) = \psi_0 - \varphi_1.
\end{cases}
$$

We get (5.4) thanks to Propositions 20 and 21 in Appendix B and an interpolation inequality.  

Now, we use the local controllability up to codimension one around $\varphi_1$. Let $\delta > 0$ be as in Theorem 10. We assume

$$
\|\psi_0 - \varphi_1\|_{H^{5+\epsilon}} \leq \frac{\delta}{3}, \quad \|\psi_f - \varphi_1\|_{H^{5+\epsilon}} \leq \frac{\delta}{3},
$$

$$
|\rho| \leq \min \left\{ \delta \left( \frac{3}{\|\varphi_1\|_{H^{5+\epsilon}}} \right)^{2/3}, \frac{\delta}{3C} \right\}.
$$

Then, we have

$$
\|\psi(T) - \varphi_1\|_{H^{5+\epsilon}} < \delta \quad \text{and} \quad \|P\psi_f\|_{H^{5+\epsilon}} < \delta
$$

so there exists $u \in H^2_{\delta}((T, 2T), \mathbb{R})$ such that $P(\psi(2T)) = P\psi_f$ and

$$
\|u\|_{H^2(T, 2T), \mathbb{R}} \leq C[\|P(\psi(T) - \varphi_1)\|_{H^{5+\epsilon}} + \|P\psi_f\|_{H^{5+\epsilon}}]
$$

$$
\leq C_0[\|\psi_0 - \varphi_1\|_{H^{5+\epsilon}} + |\rho|^{3/2} + \|\psi_f - \varphi_1\|_{H^{5+\epsilon}}].
$$

Moreover, we have

$$
\langle \psi(2T), \varphi_1 \rangle = 1 + i\rho - i \int_T^{2T} [\dot{\psi} - 4\nu^2(t)] x \varphi_1 e^{\lambda_1 t} dt
$$

thus

$$
|\Im(\psi(2T), \varphi_1)) - \rho| \leq C_1 \|u\|_{H^2_{\delta}((T, 2T), \mathbb{R})}.
$$

We define the map

$$
F : (-\eta, \eta) \rightarrow \mathbb{R}
$$

$$
\rho \mapsto \Im(\psi(2T), \varphi_1)
$$
Let $\tau := \min\{\eta, \frac{1}{4C_0C_1}\}$ and let us assume also that
\[
\|\psi_0 - \varphi_1\|_{H^{\alpha+\beta}} + \|\psi_f - \varphi_1\|_{H^{\alpha+\beta}} \leq \frac{\tau}{4C_0C_1},
\]
then $F(\tau) > \tau/2 > 0$ and $F(-\tau) < -\tau/2 < 0$ thus, $F$ is surjective on a neighborhood of zero. This ends the Proof of Theorem 6.

6. **Local controllability up to codimension one around $\psi_1$**

6.1. **Context for the Nash-Moser theorem**

In this section, we prove Theorem 10 by applying Theorems 7 and 8 with the maps
\[
\Phi(\psi_0, u) := (\psi_0, \mathcal{P}\psi(T)) \quad \text{and} \quad \mathcal{P}(\psi_0, \tilde{\psi}_f) := (\mathcal{P}\psi_0, \tilde{\psi}_f),
\]
for any $\psi_0 \in L^2$, $\tilde{\psi}_f \in V$ and the spaces
\[
E_a := [\mathcal{S} \cap H_0^a((0, 1), \mathbb{C})] \times H_0^{\alpha/2}((0, T), \mathbb{R}),
\]
\[
F_a := [\mathcal{S} \cap H_0^a((0, 1), \mathbb{C})] \times [B \cap V \cap H_0^a((0, 1), \mathbb{C})],
\]
where $B := \{\varphi \in L^2((0, 1), \mathbb{C}); \|\varphi\|_{L^2} < 1\}$.

6.2. **Controllability up to codimension one of the linearized system around $(\psi_1, u \equiv 0)$ with tame estimates**

**Proposition 13.** Let $T := 2/\pi$. There exists $C > 0$ such that, for every $\Psi_0 \in H_0^7((0, 1), \mathbb{C}) \cap T_{\mathcal{S}}(\varphi_1), \tilde{\psi}_f \in H_0^7 \cap V \cap T_{\mathcal{S}}(\varphi_1)$, there exists a trajectory $(\Psi, v)$ of $(\Sigma_0, 0)$ with $\Psi(0) = \Psi_0$, $\mathcal{P}\Psi(T) = \tilde{\psi}_f$, $v \in H_0^3((0, T), \mathbb{R})$, moreover
\[
\|v\|_{H_0^3((0, T), \mathbb{R})} \leq C \|(\mathcal{P}\Psi_0, \tilde{\psi}_f)\|_{H^\alpha \times H^\beta} \quad \text{and} \quad \|v\|_{H_0^3((0, T), \mathbb{R})} \leq C \|(\mathcal{P}\Psi_0, \tilde{\psi}_f)\|_{H^\alpha \times H^\beta}.
\]

**Proof.** Thanks to Section 2, it is sufficient to prove the existence of a constant $C > 0$ such that, for every $d = (d_k)_{k \geq 2} \in h^4$, there exists $v \in H_0^3((0, T), \mathbb{R})$ with the following prescribed Fourier coefficients
\[
\left\{
\begin{array}{l}
\int_0^T \dot{v}(t)dt = 0, \\
\int_0^T \dot{v}(t)e^{i(\lambda_k - \lambda_1)t}dt = d_k, \forall k \geq 2
\end{array}
\right.
\]
and which satisfies
\[
\|v\|_{L^2((0, T), \mathbb{R})} \leq C\|d\|_{l^2} \quad \text{and} \quad \|\dot{v}\|_{H_0^3((0, T), \mathbb{R})} \leq C\|d\|_{h^4}.
\]
A suitable candidate is
\[
v(t) := \left(\sum_{k=2}^{\infty} d_k e^{-i(\lambda_k - \lambda_1)t} + \text{c.c.}\right)(1 - \cos(\pi^2 t)).
\]

**Remark 12.** This proposition probably holds with any $T > 0$.\]
6.3. Controllability up to codimension one of the linearized system around \((\psi, u)\), close to \((\psi_1, 0)\) in \(E_4\), with tame estimates

The aim of this section is the proof of the existence of a right inverse to the differential map \(d\Phi(\psi_0, u)\) when \((\psi_0, u)\) is close enough to \((\psi_1, 0)\) in \(E_4\), which satisfies (3.8) and (3.9).

Let \((\psi_0, u) \in E_8\), and \(\psi\) be the solution of the Cauchy problem
\[
\begin{aligned}
&i\psi = -\psi'' + (u - 4a^2)(t)x^2\psi, \quad x \in (0, 1), t \in (0, T), \\
&\psi(t, 0) = \psi(t, 1) = 0, \\
&\psi(0) = \psi_0.
\end{aligned}
\]

The linearized system around \((\psi, u)\) is
\[
\begin{aligned}
(\Sigma_t) \quad &i\tilde{\psi} = -\psi'' + (u - 4a^2)(t)x^2\Psi + (\dot{v} - 8uv)(t)x^2\psi, \quad x \in (0, 1), t \in (0, T), \\
&\Psi(t, 0) = \Psi(t, 1) = 0.
\end{aligned}
\]

Again, we use the distances, for \(s = 2, 4, 6, 8\),
\[
\delta_s := \|\psi(0) - (\varphi_1, 0)\|_{E_s}.
\]

We want to prove the following proposition.

**Proposition 14.** Let \(T := 2/\pi\). There exists a constant \(C\) such that, when \(\delta_4\) is small enough, for every \(\psi_0 \in H^7_0((0, 1), \mathcal{C}) \cap T_3(\phi_1)\), for every \(\Psi_f \in H^7_0((0, 1), \mathcal{C}) \cap V\), there exists a trajectory \((\Psi, v)\) of \((\Sigma_t)\) with \(\Psi(0) = \Psi_0\), \(\mathcal{P}\Psi(T) = \tilde{\Psi}_f\), \(v \in \overline{H_0^3((0, T), \mathcal{C})}\) and
\[
\begin{aligned}
\|v\|_{H^3_0((0, T), \mathcal{C})} &\leq C\|\tilde{\Psi}_f\|_{H^8} + \delta_4\|\Psi_0, \tilde{\Psi}_f\|_{H^3 \times H^3}, \\
\|v\|_{H^3_0((0, T), \mathcal{C})} &\leq C\|\Psi_0, \tilde{\Psi}_f\|_{H^3 \times H^3} + \delta_8\|\tilde{\Psi}_f\|_{H^3 \times H^3}.
\end{aligned}
\]

Note that it is sufficient to prove the following proposition.

**Proposition 15.** Let \(T := 2/\pi\). There exists a constant \(C\) such that, for every \(\tilde{\Psi}_f \in H^7_0((0, 1), \mathcal{C}) \cap V\), there exists a trajectory \((\Psi, v)\) of \((\Sigma_t)\) with \(\Psi(0) = 0\), \(\mathcal{P}\Psi(T) = \tilde{\Psi}_f\), \(v \in \overline{H_0^3((0, T), \mathcal{C})}\) and
\[
\begin{aligned}
\|v\|_{H^3_0((0, T), \mathcal{C})} &\leq C\tilde{\Psi}_f\|_{H^8}, \\
\|v\|_{H^3_0((0, T), \mathcal{C})} &\leq C\|\tilde{\Psi}_f\|_{H^3 \times H^3} + \delta_8\tilde{\Psi}_f\|_{H^3 \times H^3}.
\end{aligned}
\]

**Proof of Proposition 14 thanks to Proposition 15.** We consider the decomposition \(\Psi = \Psi_1 + \Psi_2\) where \(\mu := u - 4a^2\) and
\[
\begin{aligned}
i\dot{\Psi}_1' = -\Psi_1'' + \mu(t)x^2\Psi_1, \\
\Psi(t, 0) = \Psi(t, 1) = 0, \\
\Psi(0) = \Psi_0, \\
i\dot{\Psi}_2' = -\Psi_2'' + \mu(t)x^2\Psi_2 + (\dot{v} - 8uv)(t)x^2\psi, \\
\Psi_2(t, 0) = \Psi_2(t, 1) = 0, \\
\Psi_2(0) = 0.
\end{aligned}
\]
There exist $v \in H^3_0((0,T),\mathbb{R})$ such that $P\Psi_2(T) = \tilde{\Psi}_f - P\Psi_1(T)$ and

$$
\|v\|_{H^3_0((0,T),\mathbb{R})} \leq C \left( \|P\Psi_2(T) - P\Psi_1(T)\|_{H^3} + \delta_4 \|P\Psi_2(T) - P\Psi_1(T)\|_{H^3 \times H^3} \right).
$$

In order to get the bounds (6.1), let us prove that

$$
\|P\Psi_1(T)\|_{H^3} \leq C \|P\Psi_0\|_{H^3} + \delta_4 \|P\Psi_0\|_{H^3},
$$

$$
\|P\Psi_1(T)\|_{H^7} \leq C \|P\Psi_0\|_{H^7} + \delta_4 \|P\Psi_0\|_{H^7}.
$$

We consider the decomposition

$$
\Psi_1(t) = \sum_{k=1}^{\infty} x_k(t) \varphi_{k,\mu} \quad \text{where} \quad x_k(t) := \langle \Psi_1(t), \varphi_{k,\mu(t)} \rangle.
$$

We have

$$
x_k(T) = \langle \Psi_0, \varphi_k \rangle + \int_0^T \dot{\mu}(t) \left( \Psi_1(t), \frac{d\varphi_{k,\gamma}}{dt^2} \right)_{\mu(t)} e^{i \int_0^t \lambda_{k,\mu(\tau)} d\tau} dt.
$$

Thus, using Proposition 9, we get, when $\delta_4$ is small enough,

$$
\|P\Psi_1(T)\|_{H^3} \leq C \left( \sum_{k=2}^{\infty} \|k^2 x_k(T)\|^{1/2} \right) \leq C \|P\Psi_0\|_{H^3} + \delta_4 \|P\Psi_0\|_{H^3},
$$

$$
\|P\Psi_1(T)\|_{H^7} \leq C \left( \sum_{k=2}^{\infty} \|k^7 x_k(T)\|^{1/2} \right) \leq C \|P\Psi_0\|_{H^7} + \delta_4 \|P\Psi_0\|_{H^7} + \delta_6 \|P\Psi_0\|_{H^7}.
$$

We conclude thanks to the convexity of the norms. \hfill \Box

**Proof of Proposition 15.** Thanks to the decomposition

$$
\Psi(t) = \sum_{k=1}^{\infty} y_k(t) \varphi_{k,\mu} \quad \text{where} \quad y_k(t) := \langle \Psi(t), \varphi_{k,\mu(t)} \rangle,
$$

the equality $P\Psi(T) = \tilde{\Psi}_f$ is equivalent to $M(v) = d$ where $M(v) = (M(v)_k)_{k \geq 2}$, $d = (d_k)_{k \geq 2}$ and, for every $k \geq 2$, $M(v)_k := \int_0^T \left( -i(\hat{v} - 8uv) \langle x^2 \psi(t), \varphi_{k,\mu(t)} \rangle + \dot{\mu}(t) \left( \Psi(t), \frac{d\varphi_{k,\gamma}}{dt^2} \right)_{\mu(t)} \right) e^{i \int_0^t \lambda_{k,\mu(\tau)} d\tau} dt$.

We conclude applying Proposition 6 exactly in the same way as in Section 4.4. \hfill \Box

The assumptions of Theorem 8 can be checked in the same way.

## 7. Remarks, conjectures

### 7.1 Regularity

In Theorems 5 and 10, the assumption $\psi_0, \psi_f \in H^{5+\varepsilon}_0((0,1),\mathbb{C})$ is only technical, one conjectures that these local controllability results hold in

- $H^3_0((0,1),\mathbb{C})$ with control functions in $L^2$;
- $H^2_0((0,1),\mathbb{C})$ with control functions in $H^1_0$;
- $H^1_0((0,1),\mathbb{C})$ with control functions in $H^2_0$, etc.
7.2. Minimal time for controllability

For the compactness argument explained in Section 1.5.1, one need local controllability results around \( \psi_{ref} := \sqrt{1 - \theta_2 - \theta_3} \psi_1 + \sqrt{\theta_2} \psi_2 + \sqrt{\theta_3} \psi_3 \) in time \( T \) such that \( \psi_{ref}(0) = \psi_{ref}(T) \), for instance \( T = 2/\pi \) or \( 4/\pi \). However, the minimal time for local controllability is another interesting problem.

One conjectures that the local controllability around \( \psi_{ref} \), with \((\theta_2, \theta_3) \in \text{Int}(D)\), i.e. Th. 5) holds in any positive time \( T \). Indeed, the linearized system around \( (\psi_{ref}, u \equiv 0) \) is probably controllable in any time \( T > 0 \) (see Rem. 4). Thus, it is also probably controllable with the bounds (3.8) and (3.9) (corresponding to \( v = 0 \)) in any time \( T > 0 \). Moreover, the application of the Nash-Moser theorem does not introduce a positive minimal time (see Rem. 9).

One conjectures that the local controllability up to codimension one around \( \psi_1 \) (i.e. Th. 10) holds in any time \( T > 0 \). Indeed, the linearized system around \( (\psi_1, u \equiv 0) \) is controllable up to codimension one in any time \( T > 0 \) (see Th. 4). Thus, Proposition 13 probably holds with any time \( T > 0 \). Moreover, the application of the Nash-Moser theorem does not introduce a positive minimal time (see Rem. 9).

We think the following assertions are equivalent

- there exists a positive minimal time for the local controllability around \( \psi_1 \);
- there exists of a positive minimal time for the Proposition 11 to hold.

Some computations justify that the condition of Proposition 11 can be written

\[
\sum_{k=2}^{\infty} a_k^2 (\lambda_k - \lambda_1)^3 \Im \left( \int_0^T v(t) e^{i(\lambda_1 - \lambda_k)t} \int_0^t v(\tau) e^{i(\lambda_k - \lambda_1)^2} d \tau dt \right) \in (0, +\infty) \text{ (resp. } \in (-\infty, 0)) \text{.} \tag{7.1}
\]

It is probably possible to move the second order term instantaneously in one of the two directions \( \pm i \psi_1(T) \), which means realize \( \in (0, +\infty) \) or \( \in (-\infty, 0) \) in (7.1) with arbitrarily small \( T \). Perhaps the motion in the other direction needs a positive minimal time. A proof by contradiction could also be tried, as in [18].

The existence of a minimal time for moving from \( \psi_1 \) to \( \psi_2 \) is also an open problem. The compactness argument used to prove Theorem 1 does not give any clue.

The existence of a minimal time for particular motions on the nonlinear system could be studied directly, for instance by adapting the proof of [17]. In the situation studied in [10], there exists a positive minimal time for the local controllability around \( (\psi_1, s \equiv 0, d \equiv 0) \) which has been proved in [17]. This situation is quite different because the linearized system around \( (\psi_1, s \equiv 0, d \equiv 0) \) misses an infinite number of directions.

7.3. Generalizations

The strategies of this papers can be generalized to Schrödinger equations of the form

\[
i \psi' = -\psi'' + u(t) a(x) \psi, x \in (0, 1).
\]

If the function \( a \) has some parity property on the space interval \( (0, 1) \), then the return method can be used, as in [9, 10]. This method was introduced by Coron in [13] to solve a stabilization problem, it has also been used for controllability problems by Coron in [14–16], by Coron et Fursikov in [19], by Fursikov et Yu. Imanuvilov in [20], by Glass in [21–23], by Horsin in [27] and by Sontag in [36].

Acknowledgements. The author thanks Enrique Zuazua for having attracted her attention to this controllability problem and Jean-Michel Coron for fruitful discussions and advice on this work.

Appendix A: Study of \( \varphi_{k, \gamma} \) and \( \lambda_{k, \gamma} \)

In this appendix, we state some useful results on the eigenvalues \( \lambda_{k, \gamma} \) and the orthonormal eigenfunctions \( \varphi_{k, \gamma} \) of the operator

\[
D(A_\gamma) := H^2 \cap H^0_0((0, 1), \mathbb{R}), \quad A_\gamma \varphi := \varphi'' + \gamma x^2 \varphi.
\]
When $\gamma = 0$, we write $\lambda_k, \varphi_k$ instead of $\lambda_{k,0}, \varphi_{k,0}$, and we have

$$\varphi_k(x) := \sqrt{\pi} \sin(n\pi x), \quad \lambda_n := (n\pi)^2.$$ 

The functions $\gamma \mapsto \varphi_{k,\gamma}$ and $\gamma \mapsto \lambda_{k,\gamma}$ are analytic (see [29], Motzkin-Taussky theorem p. 85),

$$\varphi_{k,\gamma} = \varphi_k + \gamma \varphi_k^{(1)} + \gamma^2 \varphi_k^{(2)} + \gamma^3 \varphi_k^{(3)} + \ldots, \quad \lambda_{k,\gamma} = \lambda_k + \gamma \lambda_k^{(1)} + \gamma^2 \lambda_k^{(2)} + \gamma^3 \lambda_k^{(3)} + \ldots$$

**Proposition 16.** For every $k \in \mathbb{N}^*$, we have

$$\lambda_k^{(1)} = \langle x^2 \varphi_k, \varphi_k \rangle = \frac{1}{3} - \frac{1}{2(k+\gamma)^2}, \quad \varphi_k^{(1)} = \sum_{j=1}^{\infty} \varphi_{k,j} \varphi_j, \quad \varphi_{k,j} := \frac{(-1)^j + \sqrt{8kj}}{\pi(k+j)(k+j-\gamma)}, \forall j \neq k.$$ (A.1)

There exists a constant $C > 0$ such that, for every $k \in \mathbb{N}^*$,

$$\|\varphi_k^{(1)}\|_{L^2} \leq \frac{C}{k}.$$ 

**Proof.** Using (A.1), we get

$$\|\varphi_k^{(1)}\|_{L^2} = \frac{8k}{\pi} \left( \sum_{j=1}^{\infty} \frac{j^2}{(k+j)^2(k-j)^2} \right)^{1/2} \leq \frac{C}{k}. \quad \square$$

**Corollary 2.** There exists $\gamma^* > 0$, $C^* > 0$ such that, for every $\gamma_1 \in (-\gamma^*, \gamma^*)$, for every $k \in \mathbb{N}^*$, we have

$$\|\varphi_{k,\gamma_1} - \varphi_k\|_{H^1((0,1),\mathbb{R})} \leq C^* |\gamma_1| k^{s-1}, \text{ for every integers } s \in [0, 4],$$ (A.2)

$$|\lambda_{k,\gamma_1} - \lambda_k| \leq C|\gamma_1|. \quad \text{(A.3)}$$

$$\left| \frac{1}{\lambda_{k,\gamma_1}} - \frac{1}{\lambda_k} \right| \leq C|\gamma_1| k^s.$$ (A.4)

**Proposition 17.** For every $k \in \mathbb{N}^*$, we have

$$\lambda_k^{(2)} = \langle x^2 \varphi_k^{(1)}, \varphi_k \rangle, \quad \varphi_k^{(2)} = \sum_{j=1}^{\infty} \varphi_{k,j} \varphi_j, \quad \varphi_{k,j} := -\frac{1}{2} \|\varphi_k^{(1)}\|_{L^2}^2, \quad y_{k,j} := \frac{x_{k,j} \varphi_k^{(1)} - \lambda_k^{(1)} \varphi_k}{\lambda_k - \lambda_j}, \forall j \neq k.$$ (A.5)

There exists a constant $C > 0$ such that, for every $k \in \mathbb{N}^*$

$$\|\varphi_k^{(2)}\|_{L^2} \leq \frac{C}{k}, \quad \left| \frac{\lambda_k^{(2)}}{\lambda_k} \right| \leq \frac{C}{k^2}.$$ (A.6)
Proof. Using (A.5), we get
\[
\| \varphi^{(2)}_k \|_{L^2} \leq \frac{1}{2} \| \varphi^{(1)}_k \|_{L^2}^2 + \frac{C}{k} \left( \sum_{j=1, j \neq k}^{\infty} \frac{1}{(k-j)^2(k+j)^2} \right)^{1/2} + C \left( \sum_{j=1, j \neq k}^{\infty} \frac{j^2}{(k+j)^8(k-j)^8} \right)^{1/2} \leq \frac{C}{k^2}.
\]

The explicit expression of \( \varphi^{(1)}_k \) gives
\[
|\lambda^{(2)}_k| = C \left| \sum_{j \neq k} k^2 j^2 (k-j)^s (k+j)^s \right| \leq \frac{C}{k^2}.
\]

The quantities \( \varphi_{k,\gamma}, \lambda_{k,\gamma} \) are analytic functions of the parameter \( \gamma \) in a neighborhood of zero, thus, we can consider their derivatives with respect to \( \gamma \). We denote
\[
\frac{d}{d\gamma} \varphi_{k,\gamma} \big|_{\gamma_1}
\]
the \( j \)th derivative of the map \( \gamma \mapsto \varphi_{k,\gamma} \) evaluated at the point \( \gamma = \gamma_1 \) and
\[
\lambda_{k,\gamma_1}', \lambda_{k,\gamma_1}''
\]
the second and third derivatives of the function \( \gamma \mapsto \lambda_{k,\gamma} \) evaluated at the point \( \gamma = \gamma_1 \).

**Corollary 3.** For every \( \gamma_1 \in \mathbb{R} \), we have
\[
A_{\gamma_1} \left[ \frac{d^2 \varphi_{k,\gamma}}{d\gamma^2} \bigg|_{\gamma_1} \right] + x^2 \varphi_{k,\gamma_1} = \lambda_{k,\gamma_1} \frac{d \varphi_{k,\gamma}}{d\gamma} \bigg|_{\gamma_1} + \lambda_{k,\gamma_1}' \varphi_{k,\gamma_1}.
\]

(A.7)

There exists \( \gamma^* \) and \( C^* > 0 \) such that, for every \( \gamma_1 \in (-\gamma^*, \gamma^*) \), for every \( k \in \mathbb{N}^* \), we have
\[
\left\| \frac{d \varphi_{k,\gamma}}{d\gamma} \right\|_{\gamma_1} \leq C^* |\gamma_1|^{s-2} \text{ for every integer } s \in [0, 4],
\]
\[
\left\| \frac{d \varphi_{k,\gamma}}{d\gamma} \right\|_{H^s((0,1),\mathbb{R})} \leq C^* k^{s-1},
\]
\[
\left\| \varphi_{k,\gamma_1} - \varphi_k - \gamma_1 \varphi^{(1)}_k \right\|_{L^2((0,1),\mathbb{R})} \leq \frac{C^* |\gamma_1|^2}{k^2},
\]
\[
|\lambda_{k,\gamma_1}' - \lambda_k| \leq \frac{C |\gamma_1|}{k},
\]
\[
|\lambda_{k,\gamma_1} - \lambda_k - \frac{\gamma_1}{3}| \leq \frac{C |\gamma_1|}{k^2}.
\]

(A.8) (A.9) (A.10) (A.11) (A.12)

Proof. Thanks to (A.6) and (A.1), we have
\[
|\lambda_{k,\gamma_1} - \lambda_k - \frac{1}{3} - \frac{1}{2(k\pi)^2}| \leq \frac{C |\gamma_1|^2}{k^2},
\]
which gives (A.12). \( \square \)
Proposition 18. There exists $C^* > 0$ such that, for every $k \in \mathbb{N}^*$,
\[
\| \varphi_k^{(3)} \|_{L^2} \leq \frac{C^*}{k^2}.
\]

Thus, there exists $\gamma^* > 0$ such that, for every $k \in \mathbb{N}^*$, we have
\[
\left\| \frac{d^2 \varphi_{k,\gamma}}{dt^2} \right\|_{L^2} \leq \frac{C^*}{k^2}.
\]

AppENDIX B: REGULARITY AND BOUNDS ON THE SOLUTIONS OF THE NONLINEAR SYSTEM

This section is dedicated to the statement of existence and regularity results together with bounds on the solution of the Cauchy problem

\[
\begin{align*}
iv(t, x) &= -\varphi''(t, x) + [\hat{u} - 4u^2](t)x^2 \varphi(t, x) + f(t, x), \\
\varphi(t, 0) &= \psi(t, 1) = 0, \\
\varphi(0, x) &= \psi_0(x).
\end{align*}
\]

(B.1)

We use the spaces $E_a$, $a = 2, 4, 6$ defined in Section 3, and the group of isometries of $L^2((0, 1), \mathbb{C})$ defined by

\[
T(t) \varphi := \sum_{k=1}^{\infty} \langle \varphi, \varphi_k \rangle e^{-i\omega_k t} \varphi_k.
\]

Proposition 19. Let $T > 0$, $\psi_0 \in H^2_0((0, 1), \mathbb{C})$, $\mu \in L^1((0, T), \mathbb{R})$ and $f \in L^1((0, T), H^2_0((0, 1), \mathbb{R}))$. There exists a unique $\psi \in C^0([0, T], H^2_0((0, 1), \mathbb{C}))$ which satisfies the following equality in $H^2_0((0, 1), \mathbb{C})$ for every $t \in [0, T]$,

\[
\psi(t) := T(t)\psi_0 + \int_0^t T(t-s)[-i\mu(s)x^2 \psi(s) - if(s)]ds.
\]

Moreover, there exists a constant $C > 0$ such that

\[
\| \psi \|_{C^0([0, T], H^2_0)} \leq \left[ \| \psi_0 \|_{H^2_0} + \| f \|_{L^1((0, T), H^2_0)} \right] e^{C\| \mu \|_{L^1}}.
\]

Proof. The existence come from a fixed point argument when $\| \mu \|_{L^1((0, T), \mathbb{R})}$ is small enough. Otherwise, we use a partition $[0, T] = \bigcup I_j$, $1 \leq j \leq N$ such that $\| \mu \|_{L^1(I_j, \mathbb{R})}$ is small enough so that the previous result holds. The bound relies on Gronwall’s Lemma.

Applying recursively this result, we get the following propositions

Proposition 20. Let $T > 0$, $\psi_0 \in H^6_0((0, 1), \mathbb{C})$, $u \in W^{2,1}((0, T), \mathbb{R})$ and $f \in W^{1,1}((0, T), H^2_0((0, 1), \mathbb{R}))$. The solution $\psi$ of (B.2), with $\mu := \hat{u} - 4u^2$, belongs to $C^1([0, T], H^6_0) \cap C^0([0, T], H^4_0)$, it is a solution of (B.1) in the sense of Definition 1. Moreover, for every $r > 0$, there exists a constant $C(r) > 0$ such that, for every $(\psi_0, u) \in E_4$ with $\| (\psi_0, u) \|_{E_4} \leq r$ and for every $f \in W^{1,1}((0, T), H^2_0)$, the quantities $\| \psi \|_{C^0([0, T], H^6_0)}$ and $\| \psi \|_{C^0([0, T], H^4_0)}$ are bounded by

\[
C(r)\| \psi_0 \|_{H^6_0} + \| f \|_{W^{1,1}((0, T), H^2_0)}.
\]

Proposition 21. Let $T > 0$, $\psi_0 \in H^6_0((0, 1), \mathbb{C})$, $u \in W^{3,1}((0, T), \mathbb{R})$ be such that $(\hat{u} - 4u^2)(0) = 0$ and

\[
f \in W^{2,1}((0, T), H^2_0((0, 1), \mathbb{R})) \cap C^0([0, T], H^4((0, 1), \mathbb{R})).
\]

(B.3)
The solution $\psi$ of (B.2), with $\mu := \dot{u} - 4u^2$ belongs to $C^2([0,T], H^2_0(\Omega)) \cap C^1([0,T], H^4) \cap C_0([0,T], H^6)$ If $\mu(T) = 0$ and $f(T) \in H^6_0((0,1), \mathbb{C})$ then $\psi(T) \in H^6_0((0,1), \mathbb{C})$. Moreover, for every $r > 0$, there exists a constant $C(r) > 0$ such that, for every $(\psi_0, u) \in E_0$ with $\|v_0, u\|_{E_0} \leq r$ and for every $f$ with (B.3), the quantities $\|\psi\|_{C^0([0,T], H^6)}, \|\dot{\psi}\|_{C^0([0,T], H^4)}$ and $\|\ddot{\psi}\|_{C^0([0,T], H^2)}$ are bounded by

$$C(r)[\|\psi_0\|_{H^6} + \|u\|_{H^2}\|\psi_0\|_{H^2_0} + \|f\|_{W^{2,1}([0,T], H^2_0)} + \|f\|_{C^0([0,T], H^4)} + \|u\|_{H^2}\|f\|_{L^1([0,T], H^2_0)}].$$
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