A DISCUSSION ON THE HÖLDER AND ROBUST FINITE-TIME PARTIAL STABILIZABILITY OF BROCKETT’S INTEGRATOR *
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Abstract. We consider chained systems that model various systems of mechanical or biological origin. It is known according to Brockett that this class of systems, which are controllable, is not stabilizable by continuous stationary feedback (i.e., independent of time). Various approaches have been proposed to remedy this problem, especially instationary or discontinuous feedbacks. Here, we look at another stabilization strategy (by continuous stationary or discontinuous feedbacks) to ensure the asymptotic stability even in finite time for some variables, while other variables do converge, and not necessarily toward equilibrium. Furthermore, we build feedbacks that permit to vanish the two first components of the Brockett integrator in finite time, while ensuring the convergence of the last one. The considering feedbacks are continuous and discontinuous and regular outside zero.
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INTRODUCTION

The problem of feedback stabilization of nonlinear control systems has been intensively studied and a considerable attention has been paid from the control community during the last decades. For further background and motivation, the reader is referred to [7, 23, 42, 60], and references therein.

One of the most challenging topics in this area is the design of local or global stabilizing feedback laws for the “without drift systems”. Such systems have less actuator than the degree of freedom, and are part of underactuated system class. The without drift systems model real life applications, for example, mobile robots with steering wheels (unicycle), the underwater vehicle, the jumping robots, etc.

Since the two last decades, it has been shown that the linear control theory tools are not sufficient and stabilization techniques need to be reconsidered. Indeed, Brockett in [15] proved that all nonlinear controllable and differentiable systems cannot be stabilized by continuous state feedback laws. This obstruction is now called Brockett’s necessary condition for stabilizability. This condition is generalized by Ryan for only continuous control systems [56]. The author in [56] proved that the Brockett’s condition is still necessary for stabilizability.

Keywords and phrases. Brockett’s integrator, discontinuous feedback law, finite-time partial stability, rational partial stability, robust control.

* The paper is dedicated to Professor Jean-Michel Coron for his 54th birthday.

1 Faculté des Sciences de Bizerte, Département de Mathématiques and Laboratoire d’Ingéniérie Mathématique, École Polytechnique de Tunisie, Université de Carthage, Avenue de la République, BP 77, 1054 Amilkar, Tunisia.

Chaker.Jammazi@ept.rnu.tn

Article published by EDP Sciences

© EDP Sciences, SMAI 2011
STABILIZABILITY OF BROCKETT’S INTEGRATOR

by discontinuous feedback laws in Ryan’s sense. A strong homology necessary condition for stabilizability by dynamic feedback laws was given by Coron in [19]. The latter condition gave a negative answer to the question raised by Hermes in [31]. This question is: the Brockett condition and small time local controllability at zero imply the stabilizability? The Coron’s condition can justify the non-stabilization of some systems when the Brockett condition is fulfilled.

In order to overcome the Brockett’s condition for many nonlinear controllable systems especially systems without drift, or systems with drift as some underactuated marine and aerospace systems such as the autonomous underwater vehicle, the ship, the rigid spacecraft, the airship, etc.; three approaches have been proposed:

1. Time-varying periodic controllers [9,20,22,24,25,46–48,53,57,58,61];
2. Discontinuous feedback laws [5,6,17,27,64];
3. Partial asymptotic or finite-time stabilization by differentiable or continuous static feedback laws [36–40].

In this paper, we will focus our attention on the third approach. It consists of the concept of the partial asymptotic stabilization (PAS), this concept means the asymptotic stabilization with respect to the maximum components of the system while the remaining components are convergent to some positions depending on the initial conditions. The PAS concept is interesting from a practical point of view, see for instance [36,37,40].

Basic results in this field are proposed in [28,29,55,65,66]. Moreover, the applicability of these results for the differential equations with continuous right side have solved many problems attached to distribute-parameter systems.

It is worth noting that the proposed definition of PAS in [36,40] is different from those given and used in [28,29,65,68], where the authors focused on a part of the system and supposed that the rest is bounded. The definition used in this paper takes into consideration the complete stability of the system, the asymptotic stability with respect to part of the state while the rest converges to some position depending on the initial conditions, the latter property is interesting since it removes the possible oscillations of the system. This PAS is applied in many engineering fields like the partial partial stabilization of the ship [36], the partial orientation of the autonomous underwater vehicle [41] and the finite-time partial stability of chained systems [37].

In the context of stabilization problem, the finite-time stabilization is the strongest and has been the subject of numerous papers and books [7,22,23,30,32,33]. Roughly speaking, the finite-time stabilizability consist in designing a feedback controller which renders the closed loop system Lyapunov stable and all trajectories converge to the origin in finite-time.

Recently, finite-time stability and finite-time stabilization via continuous time-invariant feedback laws have been studied and finite-time controllers involving terms containing fractional powers were constructed for second order systems, see [12,14,30,35,49]. Furthermore, output feedback finite-time control was also studied [33,34].

In [37], we proved that it is possible to obtain a partial stabilization in finite-time of all chained systems by non-Lipschitz continuous state feedback laws. The controllers can stabilize in finite-time the $(n-1)$ first components of the chain of integrators while the last component remains constant for a large enough time. In [40], we derived a sufficient Lyapunov condition that guarantees the partial finite-time stability of all nonlinear dynamical systems. The obtained result is applied for several control systems as the ship, Sontag’s example [60] and Coron’s planar example [19]. For the ship system, we proposed continuous and homogeneous feedbacks that render four components finite-time stable. This leads to the exponential stability of one variable and the convergence of the remain state, these feedbacks appear stronger than one established in [36]. The same result is obtained, for the ship, if we proceed by discontinuous feedbacks and quasi-homogeneous properties.

In this paper, we propose three strategies for the partial asymptotic stabilization of the Brockett’s integrator. The first one is the partial asymptotic stabilization by Hölder feedback laws, this approach makes the Brockett’s integrator two-asymptotically stable (see Defs. 1.1 and 2.5) while the other state converges, this partial stabilization is termed “rational partial stability”. Since, the partial rational stability is not robust under
small disturbance the proposed second strategy is the partial stability in finite-time. By using the feedbacks cited in [11,12,14] for the stabilization of the double integrator by homogeneous feedbacks, we show that the Brockett’s integrator is two-stable in finite-time by continuous and homogeneous feedback laws (Def. 1.2) while the other state remains constant for a large time. The third approach is the partial stabilization in finite-time by discontinuous feedback laws [51] (Def. 5.1); we show as the second strategy, that, based on the discontinuous Orlov’s feedback law for the double integrator [51] the unicycle is two-partially stable in finite-time by means of family of discontinuous feedback laws. Numerical simulations are given to illustrate our approaches and justify that this special stabilization is in many practical situations sufficient.

The paper is organized as follows: in Section 1 the benchmark Brockett’s integrator and the partial stabilizability in finite-time are introduced.

In Section 2, we give a Hölder stabilizing feedback laws of the unicycle; which make the study system two-partially globally asymptotically stable. These feedback laws are obtained by using backstepping techniques and by asymptotic estimation of all trajectories of the system.

In Section 3, we give a similar version of Bhat and Bernstein [14] theorem concerning the finite-time stability of homogeneous systems in the case of partial stability in finite-time by homogeneous feedback laws. As an application of the obtained result, we give a family of explicit homogeneous feedback law that renders the unicycle two-partially stable in finite-time. Furthermore, we show that the size of the “convergence” or the limit of the uncontrollable part is bounded by an arbitrary positive real number which can be small enough.

Section 4 studies the robust stabilization of a perturbed unicycle system; the perturbed terms are attached to the velocity of the midpoint. We conjecture that for every small enough ε, the established feedback laws can stabilize locally in finite-time the perturbed midpoint, while the orientation θ remains constant for a large time.

In Section 5, we study the same problem by discontinuous state feedback laws. Our construction uses the extended invariance principle and the quasi-homogeneous properties for discontinuous right-hand side [51], and we guess that the stabilizing feedbacks are also robust with respect to small disturbance.

1. Benchmark example

A classical benchmark example of systems without drift is the unicycle system [57,59] (see Fig. 1) described in the equations:

\[
\begin{align*}
\dot{y}_1 &= u_1 \cos \theta, \\
\dot{y}_2 &= u_1 \sin \theta, \\
\dot{\theta} &= u_2,
\end{align*}
\]  

(1.1)

the state is given by the orientation θ, together with the coordinates \((y_1, y_2)\) of the midpoint between the back wheels. \(u = (u_1, u_2) \in \mathbb{R}^2\) is the control. We consider the control \(u_1\) as a “drive command” and \(u_2\) as a steering control. The stabilization problem of the unicycle is well studied in a number of publications. The first one is established by Samson [57] where the conception of time-varying feedback laws stabilizing the unicycle are demonstrated. See also [24,26].
It is well known that the system (1.1) is globally controllable but cannot be stabilized by stationary feedback laws from the classical Brockett’s condition. As cited in the famous book of Coron [23], to get around the problem of impossibility to stabilize many controllable systems by continuous feedback laws, two main strategies have been proposed:

• Asymptotic stabilization by discontinuous feedback laws—see e.g. the pioneer work by Sussmann [64] as well as [17,18,27], and the references therein;
• Asymptotic stabilization by continuous time-varying feedback laws—see e.g. the pioneer works by Sontag and Sussmann [61] and by Samson [57] as well as [20,22–24,26,46] and the references therein.

The main goal of this article is to propose a new strategy based on the construction of continuous feedback laws that stabilize the first components asymptotically or in finite-time while the orientation $\theta$ of the unicycle converges.

In order to state our main result, we first introduce some definitions.

1.1. Basic notations and definitions

In this section, the concept of partial asymptotic stability (respectively, stabilizability, finite-time stability) with related definitions and notations will be reviewed. Hereafter $\mathbb{R}$ and $\mathbb{R}^n$ denote the real numbers set and $n \times 1$ real column vectors set respectively. The Euclidean vector norm is noted by $|.|$, $L^1(\mathbb{R}^+)$ denotes the integrable space in Lebesgue sense on $\mathbb{R}^+$ and $'$ is the symbol of transposition.

Consider the following system:

$$
\begin{cases}
\dot{x}_1 &= X_1(x_1, x_2) \\
\dot{x}_2 &= X_2(x_1, x_2),
\end{cases}
$$

(1.2)

where $X = (X_1, X_2) \in C^\infty(\mathbb{R}^p \times \mathbb{R}^{n-p}, \mathbb{R}^n)$, $x_1 \in \mathbb{R}^p$, $x_2 \in \mathbb{R}^{n-p}$ and $p$ is positive integer such that $0 < p \leq n$.

We assume that

$$
\forall x_2 \in \mathbb{R}^{n-p}, \ X_1(0, x_2) = 0, \ X_2(0, x_2) = 0.
$$

(1.3)

**Definition 1.1** ($p$-partial asymptotic stability [36]). The system (1.2) is said to be $p$-partially asymptotically stable if the following properties are satisfied:

a) The origin of the system (1.2) is Lyapunov stable.

b) The system (1.2) is asymptotically stable with respect to $x_1$ and $x_2$ converges, i.e.

$$
\exists r > 0 : (|x_1(0)| + |x_2(0)|) \leq r \Rightarrow \begin{cases}
\lim_{t \to +\infty} x_1(t) = 0, \\
\lim_{t \to +\infty} x_2(t) = a,
\end{cases}
$$

where $a$ is a constant vector depending on the initial conditions.

The control system $\dot{x} = X(x, u)$ is $p$-partially asymptotically stabilizable if there exists a continuous feedback $x \mapsto u(x)$ such that, for every $x_2 \in \mathbb{R}^{n-p}$, $u(0, x_2) = 0$, and such that $(0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p}$ is $p$-partially asymptotically stable for the closed loop system $\dot{x} = X(x, u(x))$.

**Definition 1.2** ($p$-finite-time partial stability [37]). Let $X : \mathbb{R}^p \times \mathbb{R}^{n-p} \ni \mathbb{R}^n \to \mathbb{R}^n$, $x = (x_1, x_2) \in \mathbb{R}^p \times \mathbb{R}^{n-p} \mapsto X(x) \in \mathbb{R}^n$, be defined and continuous on a neighborhood of $(0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p}$. We assume that

$$
X(0, x_2) = 0.
$$
One says that \((0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p}\) is \(p\)-partially stable in finite time for \(\dot{x} = X(x)\) if:

- \((0, 0)\) is Lyapunov stable for \(\dot{x} = X(x)\);
- there exists \(r > 0\) and, \(T = T(x(0)) > 0\) called settling-time function, such that, if \(\dot{x} = X(x)\) and \(|x(0)| < r\), then \(x_1(t) = 0\) for every \(t \geq T\) (and therefore \(t \mapsto x_2(t)\) is constant for \(t \geq T\)).

The solution \(x(t)\) starting from the initial condition \(x(0)\) is defined and unique in forward time for \(t \in [0, T)\).

The control system \(\dot{x} = X(x, u)\) is \(p\)-partially stabilizable in finite time if there exists a continuous feedback \(x \mapsto u(x)\) such that, for every \(x_2 \in \mathbb{R}^{n-p}\), \(u(0, x_2) = 0\), and such that \((0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p}\) is \(p\)-partially stable in finite-time for the closed loop system \(\dot{x} = X(x, u(x))\).

### 2. Hölder Stabilizing Feedback Laws of the Unicycle

In this section, we give a Hölder stabilizing feedback laws that renders the unicycle system 2-partially asymptotically stabilizable. In some cases, the decay of the energy or the Lyapunov function is not exponential, but can be polynomial. Our aim here is to give a sufficient feedback law that yields the explicit decay rate.

Let the system described by equations (1.1). As usual, let us introduce the new coordinates as in [59]

\[
x_1 = y_1 \sin \theta - y_2 \cos \theta, \\
x_2 = y_1 \cos \theta + y_2 \sin \theta, \\
x_3 = \theta, \\
v_1 = u_2, \quad v_2 = u_1 - x_1 u_2.
\]

(2.1)

A simple calculation yields to well known Brockett’s integrator

\[
\dot{x}_1 = v_1 x_2, \quad \dot{x}_2 = v_2, \quad \dot{x}_3 = v_1.
\]

(2.2)

Note that \((y_1, y_2) = 0\) is equivalent to \((x_1, x_2) = 0\). Our principal objective is to construct continuous feedback laws \(v_1\) and \(v_2\) such that

\[
\begin{align*}
&v_1((0, 0), \theta) = v_2((0, 0), \theta) = 0, \\
&\begin{cases}
(x_1, x_2) \to (0, 0), \\
\theta \to \theta_{\infty} \in (-\infty, \infty).
\end{cases}
\end{align*}
\]

(2.3)

Our feedback construction is based on backstepping techniques [23]. The construction is done over two steps:

**Step 1**: We are interested to system (2.2) with respect to \((x_1, x_2)\) and we apply the backstepping techniques. We begin by the stabilization of the system \(\dot{x}_1 = v_1 v_2\).

This stabilization is obtained under the following feedback laws \(v_1 = x_1\) and \(v_2 = -x_1^{2p}\) where \(0 < p < 1/2\) is an odd rational number i.e. \(p = \frac{p_1}{p_2}\), \(p_1\) and \(p_2\) are non-negative odd integers.

**Step 2**: Backstepping with respect to \(x_2\).

Let \(k \in \mathbb{N}^*\), and let the candidate Lyapunov function

\[
V = \frac{1}{2k} x_1^{2k} + \frac{1}{2} \left(x_2 + x_1^{2p}\right)^2.
\]

(2.4)
The time derivative of $V$ along the system (2.2) is given by

$$
\dot{V} = x_1^{2k-1} x_2 v_1 + \left( x_2 + x_1^{2p} \right) \left( v_2 + 2p x_1^{2p-1} x_2 v_1 \right),
$$

(2.5)

Let $y = x_2 + x_1^{2p}$. Then $x_2 = y - x_1^{2p}$.

A simple calculation yields

$$
\dot{V} = -x_1^{2(k+p)} + y \left( v_2 + 2p x_1^{2p} x_2 + x_1^{2k} \right).
$$

(2.6)

It is then sufficient to choose

$$
v_2 = -2px_1^{2p} x_2 - x_1^{2k} - \alpha y^{1+\frac{2}{p}}, \quad \alpha > 1.
$$

(2.7)

Thus we get

$$
\dot{V} = -x_1^{2(k+p)} - \alpha y^{2+\frac{2}{p}},
$$

and the global asymptotic stabilization of (2.2) with respect to $(x_1, x_2)$ follows from the first Lyapunov theorem.

2.1. Asymptotic estimation of the solutions of (2.2)

In order to get, under the feedback law $v_1$ in step 1 and $v_2$ in (2.23), the convergence of the state $x_3$, the following section introduces the asymptotic estimation of all solutions of the system (2.2).

**Proposition 2.1.** There exists a constant $c > 0$ such that

$$
\dot{V} \leq -c V^{1+\frac{2}{p}}.
$$

(2.8)

**Proof.** We have shown that the system (2.2) is globally asymptotically stabilizable with respect to $(x_1, x_2)$, and under the feedback law (2.7), we have

$$
-\dot{V} = x_1^{2(k+p)} + \alpha y^{2+\frac{2}{p}},
$$

(2.9)

then

$$
-\dot{V} \geq x_1^{2(k+p)} \text{ and } -\dot{V} \geq \alpha y^{2+\frac{2}{p}} \geq y^{2+\frac{2}{p}}.
$$

The last inequality implies

$$
(-\dot{V})^{\frac{2}{k+p}} \geq x_1^{2k} \text{ and } (-\dot{V})^{\frac{k}{k+p}} \geq y^2.
$$

(2.10)

From (2.9), we have

$$
2(-\dot{V})^{\frac{k}{k+p}} \geq x_1^{2k} + y^2 \geq V,
$$

(2.11)

therefore we get

$$
\dot{V} \leq -(1/2)^{\frac{k}{k+p}} V^{\frac{k}{k+p}}.
$$

(2.12)

This inequality leads to the estimate (2.8), where $c = (1/2)^{1+\frac{2}{p}}$. □

**Proposition 2.2.** There exist two constants $a$ and $b$ depending on initial condition such that

$$
V \leq \frac{1}{(at+b)^{\frac{2}{p}}}.
$$

(2.13)
Proof. The proof is obtained by integration of the differential inequality (2.8). We have for $V \neq 0$,
\[
\frac{d}{dt} V^{-p/k} \geq \frac{c_p}{k},
\] (2.14)
then by integration the inequality (2.14) along $[0, t]$, we get
\[
V \leq \frac{1}{(a t + b)^{p/k}},
\]
where $a = \frac{c_p}{k}$ and $b = \frac{1}{V(x(0))^{p/k}}$.

The convergence of the state $x_3$ is based on the following classical lemma.

Lemma 2.3. Let $f$ be a differentiable function defined on $[0, +\infty)$ such that $\int_{0}^{+\infty} |f'(s)| \, ds < +\infty$ then \( \lim_{t \to +\infty} f(t) \) exists.

Proof. Considering $x, y \in [0, +\infty)$ such that $x < y$, then we have
\[
|f(x) - f(y)| = \left| \int_{x}^{y} f'(s) \, ds \right| \leq \int_{x}^{y} |f'(s)| \, ds,
\]
by the assumption $\int_{0}^{+\infty} |f'(s)| \, ds < +\infty$, we get
\[
\lim_{x, y \to +\infty} \int_{x}^{y} |f'(s)| \, ds = 0,
\]
then the Cauchy condition for the limit is satisfied and therefore \( \lim_{t \to +\infty} f(t) \) exists.

Proposition 2.4. If $0 < 2p < 1$, then $x_1 \in L^1(\mathbb{R}_+)$ and therefore the state $x_3$ converges.

Proof. From (2.5), we have $x_1^{2k} \leq 2kV$, then by using Proposition 2.2, we get
\[
|x_1(t)| \leq \frac{c_k}{(a t + b)^{1/2p}}, \quad c_k = (2k)^{1/2k}.
\] (2.15)
It is clear that if $0 < 2p < 1$, then the state $x_1$ is Lebesgue integrable on $\mathbb{R}_+$. Indeed, we have $\int_{1}^{+\infty} \frac{dt}{t^{p/2}}$ converges if and only if $\alpha > 1$. Since $\frac{1}{2p} > 1$, then from integral comparison theorem, we get $\int_{1}^{+\infty} |x_1(t)| \, dt < +\infty$, therefore
\[
\int_{0}^{+\infty} |x_1(t)| \, dt = \int_{0}^{1} |x_1(t)| \, dt + \int_{1}^{+\infty} |x_1(t)| \, dt < +\infty.
\]
Since, the state $x_3(t)$ satisfies the equation $\dot{x}_3 = v_1 = x_1$ and $x_1 \in L^1(\mathbb{R}_+)$, then the convergence of $x_3$ follows from Lemma 2.3.

The Hölder stabilizing feedback laws obtained for the Brockett’s integrator, are included in the so called also rational stability [8], can be generalized for the partial asymptotic stability as follows.
\textbf{Definition 2.5} \textit{(p-rational partial asymptotic stability).} Let the dynamical system (1.2) with the assumption (1.3). The system (1.2) is said to be p-rational partially asymptotically stable if the following properties are satisfied:

a) the origin of the system (1.2) is Lyapunov stable;
b) there exist positive numbers \( M, k, \eta \) and \( r \) with \( \eta \leq 1 \) such that if

\[ \exists \ r > 0 : (|x_1(0)| + |x_2(0)|) \leq r \Rightarrow \begin{cases} |x_1(t)| \leq \frac{M|x(0)|^p}{(1 + |x(0)|^k) t^\epsilon}, \\ \lim_{t \to +\infty} x_2(t) = a(x(0)). \end{cases} \]

The control system \( \dot{x} = X(x, u) \) is p-rationally partially asymptotically stabilizable if there exists a continuous function \( \phi : [0, +\infty) \to \mathbb{R} \) such that

\[ \dot{V}(x_1, x_2) \leq -c|V(x_1, x_2)|^{r_2} - c_3|x_1|^{r_3}; \quad \forall x_2; \]

\( \int_0^{+\infty} \phi(t) \, dt < \infty; \) then, the system (1.2) is p-partially rationally asymptotically stable.

\textbf{Proof.} We assume that the assumptions of Theorem 2.6 hold, conditions (2.16) and (2.17) imply that \( x = X(x) \) is Lyapunov stable for the closed loop system \( \dot{x} = X(x) \) (see [65], Thm. 0.4.1, p. 26 for instance).

By combining the assertions (i) and (ii), we obtain constants \( c_3 > 0 \) and \( r_3 > r_2 > 0 \) such that

\[ \dot{V} \leq -cV^{r_2 / r_3}, \quad c = \frac{c_3}{c_2^{r_3 / r_2}}. \]

Since \( r_3 > r_2 \), then \( \frac{r_3}{r_2} = 1 + \alpha \), where \( \alpha = \frac{r_3 - r_2}{r_2} > 0 \), then, (2.19) is equivalent to

\[ \dot{V} \leq -cV^{1+\alpha}, \]
the last inequality implies
\[ V \leq \frac{1}{(a + b)^\alpha}, \quad \text{where } a = c_1 \alpha, \ b = \frac{1}{V(x(0))^{\alpha^*}}. \] (2.20)

Hence, from (2.16), we get
\[ |x_1| \leq c_0 (a + b)^\gamma, \quad c_0 = c_1^{-1/r_1}, \ \gamma = \frac{1}{r_1 \alpha}, \] (2.21)
therefore, the system (1.2) is rationally asymptotically stable with respect to \( x_1 \).

The convergence of the partial state \( x_2 \) follows from Lebesgue dominated convergence theorem. Hence, the system (1.2) is p-partially rationally asymptotically stable. □

**Example 2.7** ([40]). Considering the following system
\[
\begin{aligned}
\dot{\omega}_1 &= u_1 \\
\dot{\omega}_2 &= u_2 \\
\dot{\omega}_3 &= \omega_1 \omega_2 \\
\dot{\omega}_4 &= (\omega_3 + \omega_2)^2 \\
\dot{\omega}_5 &= (\omega_1 - \omega_3)^{1 + \frac{2p}{k}},
\end{aligned}
\] (2.22)
where \( k, p \in \mathbb{N}^* \) or \( k, p \) are two non-negative odd rational numbers, such that \( 2p > 1 \) and \( k > p \).
\( x = (\omega_1, \omega_2, \omega_3, \omega_4, \omega_5)' \in \mathbb{R}^5 \) is the state and \( u = (u_1, u_2) \in \mathbb{R}^2 \) is the control. The subsystem
\[
\begin{aligned}
\dot{\omega}_1 &= u_1 \\
\dot{\omega}_2 &= u_2 \\
\dot{\omega}_3 &= \omega_1 \omega_2,
\end{aligned}
\]
represents the angular velocity control of a rigid spacecraft with only two controllers which has been studied extensively in the literature. The issue of feedback stabilization of the angular velocities has been solved using various approaches [1–4].

We have shown in [40], that if \( k > 2p > 1 \), then, the following Hölder feedback laws
\[
\begin{aligned}
u_1 &= 2p \omega_3^{2p-1} \omega_1 \omega_2 - (\omega_2 + \omega_3) \omega_3^{2k-1} + \omega_3^{2k} - \alpha_1 (\omega_1 - \omega_3^{2p})^{1 + \frac{2p}{k}}, \ \alpha_1 > 1 \\
u_2 &= -\omega_1 \omega_2 - \omega_3^{2(k+p)-1} - \alpha_2 (\omega_2 + \omega_3)^{1 + \frac{2p}{k}}, \ \alpha_2 > 1,
\end{aligned}
\] (2.23)
render the system (2.22) three-rationally partially asymptotically stable.

The rational partial asymptotic stabilizability of the system (2.22) is obtained with the help of the candidate Lyapunov function
\[ V = \frac{1}{2k} \omega_3^{2k} + \frac{1}{2} (\omega_1 - \omega_3^{2p})^2 + \frac{1}{2} (\omega_2 + \omega_3)^2, \]
and it was shown that under the feedback laws (2.23), the Lyapunov function \( V \) satisfies the differential inequality
\[ \dot{V} \leq -c V^{1 + \frac{2p}{k}}, \ c > 0. \]

Then, Theorem 2.6 permits to conclude.

3. **Finite-time partial stability**

3.1. **Finite-time partial stability of homogeneous systems**

In the following subsection, we will give a similar result to [14], Theorem 7.1, concerning the finite-time partial stability of nonlinear control system by homogeneous feedback laws.
Proof. We assume that there exists a \( x \) to (3.1). Then Proposition 3.2.

Let be \( \text{Bhat and Bernstein feedback law} \) [11].

is based on finite-time partial stabilization by homogeneous feedback law of negative degree (Thm. 3.1), and on

and

\[
\int V(x_1, x_2) dt = \int_0^T \int 0 dt = 0,
\]

in this case we get

\[
\int_0^{\infty} |X_2(x_1(t), x_2(t), u(x_1, x_2))| dt = \int_0^T |X_2(x_1(t), x_2(t), u(x_1, x_2))| dt < \infty
\]

and then

\[
x_2(t) = x_2(0) + \int_0^T X_2(x_1(s), x_2(s), u(x_1, x_2)) ds < \infty,
\]

which implies \( x_2(t) \) is constant for \( t \geq T \).

In the sequel we will give another alternative to stabilize the system describing the unicycle. This alternative is based on finite-time partial stabilization by homogeneous feedback law of negative degree (Thm. 3.1), and on Bhat and Bernstein feedback law [11].

Proposition 3.2. Let be \( \alpha \in (0, 1) \), and let the feedback:

\[
u = -\text{sgn}(x_2)|x_2|^{\alpha} - \text{sgn}(x_1)|x_1|^{\frac{\alpha}{2}}.
\]

Then \( (0, 0) \in \mathbb{R}^2 \times \mathbb{R} \) is 2-partially stable in finite-time for the closed-loop system (2.2) with \( v_1 \) and \( v_2 \) defined by

\[
v_1 = |x_1|^\alpha + |x_2|^\alpha(2-\alpha), \text{ where } 0 < \alpha_1 < \frac{1-\alpha}{2-\alpha}
\]

and \( v_2 := u v_1 \).
Since the feedback controller \( u \) given in (3.2) satisfies the condition
\[
\forall t \geq 0, x(t) = 0 \quad \Rightarrow \quad x(t) = 0.
\]
We conclude, by LaSalle’s theorem, that the only invariant set in the sub-manifold \( \{ (x_1, x_2) : \dot{V} = 0 \} \) is the origin \((0, 0) \in \mathbb{R}^2\), and therefore the closed loop system is 2-asymptotically stable.

In closed loop, the subsystem described by \( x_1 \) and \( x_2 \) is given as follows:
\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, x_2) = x_2 (|x_1|^{\alpha_1} + |x_2|^{\alpha_2}) \quad (3.7) \\
\dot{x}_2 &= f_2(x_1, x_2) = (|x_1|^{\alpha_1} + |x_2|^{\alpha_2})(-\text{sgn}(x_2) |x_2|^{\alpha_1} - \text{sgn}(x_1)|x_1|^{\frac{2}{\alpha_1}}). \\
\end{align*}
\]
Let the dilation \( \Delta_k(x_1, x_2) = (k^{2-x}x_1, k x_2) \) where \( k > 0 \).

Simple calculation yields
\[
\begin{align*}
f_1(\Delta_k(x_1, x_2)) &= k^{1+\alpha_1(2-x)} f_1(x_1, x_2) \\
&= k^{1+\alpha_1(2-x)} f_1(x_1, x_2), \quad (3.8)
\end{align*}
\]
and
\[
\begin{align*}
f_2(\Delta_k(x_1, x_2)) &= k^{\alpha_1(2-x)+\alpha} f_2(x_1, x_2) \\
&= k^{\alpha_1(2-x)+\alpha} f_2(x_1, x_2), \quad (3.9)
\end{align*}
\]
where
\[
\beta = 1 + (\alpha_1 - 1)(2 - \alpha).
\]
Since
\[
0 < \alpha_1 < \frac{1 - \alpha}{2 - \alpha},
\]
then
\[
(\alpha_1 - 1)(2 - \alpha) < -1,
\]
and
\[
\beta < 0.
\]
Hence, we conclude that the vector field \( f = (f_1, f_2) \) is homogeneous of negative degree \( \beta \) with respect to the dilation \( \Delta_k(x_1, x_2) = (k^{2-x}x_1, k x_2) \). From Theorem 3.1, the system (3.7) is 2-finite-time stable.

Since the feedback controller \( u_1 \) given in (3.3) satisfies the condition
\[
v_1((0, 0), x_3) = 0,
\]
then, in virtue to condition 3 of Theorem 3.1 the state \( x_3(t) \) is constant for \( t \) large enough. \( \Box \)
3.2. Continuous finite-time stabilizing feedbacks of the unicycle

Based on the pioneer work of Bhat and Bernstein [12], we show also how to stabilize in finite-time the system (1.1) with respect to \((x_1, x_2)\), while the state \(x_3\) converges in finite-time. These feedback controllers are also homogeneous with negative degree with respect to dilation \(\Delta_\varepsilon(x_1, x_2) = (\varepsilon^{2-\alpha} x_1, \varepsilon x_2)\) where \(\varepsilon > 0\) and \(\alpha \in (0, 1)\). The construction proof reposed on [12], Theorem 1, and uses the Lyapunov direct method.

**Proposition 3.3 ([37]).** Let be \(\alpha \in (0, 1)\), and let the feedback

\[
u_1 = -\text{sgn}(x_2)|x_2|^{\alpha} - \text{sgn}(\phi(x_1, z_2))|\phi(x_1, x_2)|^{\frac{2-\alpha}{3-\alpha}}, \tag{3.10}
\]

where

\[
\phi(x_1, x_2) = x_1 + \frac{1}{2 - \alpha} \text{sgn}(x_2)|x_2|^{2-\alpha}.
\]

Let \(r, s > 0\) be two real-numbers and let the candidate Lyapunov function

\[
V(x_1, x_2) = 2 - \alpha \left| \phi(x_1, x_2) \right|^\frac{2-\alpha}{3-\alpha} + s x_2 \phi(x_1, x_2) + r \frac{1}{3 - \alpha} |x_2|^{3-\alpha}.
\]

Then \((0, 0) \in \mathbb{R}^2 \times \mathbb{R}\) is \(2\)-partially stable in finite-time for the closed loop system (2.2) with \(v_1\) and \(v_2\) defined by

\[
v_1(x) := (V(x_1, x_2))^\beta, \beta > 0,
\]

such that

\[
\gamma := \beta + \frac{2}{3 - \alpha} < 1, \text{ and } v_2 := v_1 u.
\]

**Proof.** The time-derivative of \(V\) along the system (2.2) is given by

\[
\dot{V} = \frac{\partial V}{\partial x_1} x_2 v_1 + \frac{\partial V}{\partial x_2} u v_1 = v_1 \dot{V}|_{(3.12)},
\]

where \(\dot{V}|_{(3.12)}\) denotes the time derivative of \(V\) for the following system

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = u. \tag{3.12}
\]

Thanks to [12], Proposition 1, \(\dot{V}|_{(3.12)}\) satisfies for all \((x_1, x_2) \in \mathbb{R}^2\) the inequality

\[
\dot{V}|_{(3.12)} \leq -c V^{\frac{2}{3 - \alpha}}, c > 0.
\]

Then, if we choose the feedback \(v_1 \geq 0\), the inequality (3.11) becomes

\[
\dot{V} \leq -c v_1 V^{\frac{2}{3 - \alpha}}. \tag{3.13}
\]

Then one can take

\[
v_1 = V^\beta, \text{ where } \beta > 0 \text{ such that } \gamma := \beta + \frac{2}{3 - \alpha} \in (0, 1). \tag{3.14}
\]

With this \(v_1\), we get

\[
\dot{V} \leq -c V^{\gamma} \leq 0,
\]

which, together with Theorem 3.1, condition (3) (see also [37]), concludes the proof of Proposition 3.3. \(\square\)

**Remark 3.4.** In (3.14), if we choose \(\beta = \frac{1 - \alpha}{3 - \alpha}\), then we get \(\dot{V} \leq -c V\) and therefore, in closed-loop, (1.1) is 2-exponentially stable. Convergence of the state \(x_3\) follows from Lebesgue convergence dominates theorem.
The partial finite-time stabilizing controllers in the previous section were unbounded, and these feedback laws cannot give any information about the size of the convergence of the “uncontrolled part” $x_3$. To this end, we give a “measure” of the size of the convergence of the state $x_3$. We prove that there exist stabilizing feedback laws that make the considered system two-partially stable in finite-time and for all $\varepsilon > 0$, such that $|x(0)| \leq \frac{\varepsilon}{2}$, then the limit $l$ of the state $x_3$ satisfies $|l| \leq \varepsilon$.

Given a positive number $\varepsilon$, we define the saturation function as

$$\text{sat}_\varepsilon(x) := x, \text{ if } |x| < \varepsilon,$$

$$\text{sat}_\varepsilon(x) := \varepsilon \text{ sgn}(x), \text{ if } |x| \geq \varepsilon,$$

clearly, $|\text{sat}_\varepsilon(x)| \leq \varepsilon$ for every $x \in \mathbb{R}$.

Now, we are ready to state our result.

**Proposition 3.5.** Let $\varepsilon > 0$, and $T > 0$ be a real number supposed to be large enough. Let the feedback $u$ and the Lyapunov function $V$ introduced in Proposition 3.3. We assume that $|x(0)| \leq \varepsilon/2$, where $x = (x_1, x_2, x_3)'$.

Then $(0,0) \in \mathbb{R}^2 \times \mathbb{R}$ is 2-partially stable in finite-time for the closed loop system (2.2) with $v_1$ and $v_2$ defined by

$$v_1(x) := \text{sat}_{\varepsilon_0}(V^\beta), \text{ where } \varepsilon_0 = \frac{\varepsilon}{2T}, \text{ and } \beta > 0, \text{ such that } \gamma := \beta + \frac{2}{3 - \alpha} < 1, \quad (3.15)$$

and

$$v_2 := v_1 u.$$

Therefore

$$|x_3(t)| \leq \varepsilon, \quad \forall t \geq 0.$$

**Proof.** Clearly, under the bounded feedback (3.15) and from Proposition 3.3, the system (2.2) is two-partially stable in finite-time. Indeed:

- if $V(x_1, x_2) \leq (\varepsilon_0)^{1/\beta}$, then $\text{sat}_{\varepsilon_0}\{V(x_1, x_2)^\beta\} = (V(x_1, x_2))^{\beta}$, in this case it follows from Proposition 3.3 that (2.2) is two-partially stable in finite-

- if $V(x_1, x_2) \geq (\varepsilon_0)^{1/\beta}$, then $\text{sat}_{\varepsilon_0}\{(V(x_1, x_2)^\beta\} = \varepsilon_0$, in this case, from (3.13), we get

$$\dot{V} \leq -c \varepsilon_0 V^{\frac{1}{\beta}}. \quad (3.16)$$

Since $\frac{2}{3 - \alpha} \in (0, 1)$, then, in closed loop, the system (2.2) is two-partially stable in finite-time.

Therefore, there exits a finite-time $T_0$ such that $x_1(t) = x_2(t) = 0$, $\forall t \geq T_0$.

By integration, the state $x_3$ verifies $x_3(t) = x_3(0) + \int_0^t v_1(x(s)) \, ds$, and, since $v_1 \leq \frac{\varepsilon}{2T}$, then, by triangular inequality we get

$$|x_3(t)| \leq |x_3(0)| + T_0 \frac{\varepsilon}{2T}. \quad (3.17)$$

Since $T$ is large enough, then $\frac{T_0}{T} \leq 1$, and, from the assumption $|x(0)| \leq \frac{\varepsilon}{2}$ and (3.17), we get

$$|x_3(t)| \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon, \quad \forall t \geq 0.$$

Hence, the state $x_3$ is constant for $t$ large enough, then the limit of $x_3$ denoted by $l(x(0))$ satisfies

$$|l(x(0))| \leq \varepsilon. \quad \square$$
Remark 3.6. The conclusion of Proposition 3.5 still hold if we replace the feedback $v_1$ in (3.15) by the following
$v_1 = \text{sat}_{\varepsilon/2T}\{ |x_1|^{\alpha_1} + |x_2|^{\alpha_1 (2-\alpha)} \}$ where $0 < \alpha_1 < \frac{1-\alpha}{2-\alpha}$.

3.3. Numerical simulations

In the following charts we present numerical simulations to validate our feedback laws constructed by the two approaches. These simulations show how the system (2.2) is two-partially asymptotically stabilizable.

**Approach 1:** Asymptotic estimation is presented in Figure 2.

**Approach 2:** Homogeneous finite-time stabilizing feedbacks is presented in Figure 3.

**Approach 3:** Continuous finite-time stabilizing feedbacks is verified in Figure 4.

The boundedness of the limit of $x_3$ is obtained with the initial condition $x_0 = (1.5, 0.8, 0.5)$ and with the saturation $\varepsilon/2T = 20/120$ ($\varepsilon = 20$ and $T = 60$). The simulation shows that $|l| \leq 7.16$ where $l$ is the finite-time limit of $x_3$.

4. Robust stabilization

Ever since periods ago, robust stabilization of nonlinear control systems has received a lot of attention by the community of control theory; see [10,32–34,44,45,54,62,63], and the references therein. In [10], the authors
have shown that all flat chained systems can be stabilized by hybrid controls to obtain robustness properties. The method is based essentially on iterations of chosen open-loop steering controls. It was shown in [44] that no static continuous homogeneous exponential stabilizer can be robust for all driftless control systems. In this context, the authors established sufficient conditions for the non-robustness of homogeneous stabilizers like a loss of rank of the accessibility condition. In [45], the authors have constructed Lipschitz-continuous time-varying feedback laws which make all chained systems locally robustly asymptotically stable with respect to unmodelled dynamics.

One question can be asked: Do the continuous feedback laws established for the partial finite-time stability of the nominal Brockett’s system are robustly with respect to small disturbance affect the system?

We consider the perturbed system generated by

$$
\begin{align*}
\dot{y}_1 &= u_1 \cos \theta + \varepsilon u_1 \sin \theta \\
\dot{y}_2 &= u_1 \sin \theta - \varepsilon u_1 \cos \theta \\
\dot{\theta} &= u_2,
\end{align*}
$$

(4.1)

where $\varepsilon$ is a real parameter such that $|\varepsilon| \ll 1$. The state is given by $y = (y_1, y_2, \theta)' \in \mathbb{R}^3$ and $u = (u_1, u_2) \in \mathbb{R}^2$ is the vector control. Clearly the case $\varepsilon = 0$ corresponds to the unicycle system. When $\varepsilon$ is small enough, the terms $\cos \theta + \varepsilon \sin \theta$ and $\sin \theta - \varepsilon \cos \theta$ can be seen (by transformation of $a_1 \cos b + a_2 \sin b$) respectively as $\cos(\theta - \varepsilon)$ and $\sin(\theta - \varepsilon)$, in this case, the system (4.1) becomes

$$
\begin{align*}
\dot{y}_1 &= u_1 \cos(\theta - \varepsilon) \\
\dot{y}_2 &= u_1 \sin(\theta - \varepsilon) \\
\dot{\theta} &= u_2,
\end{align*}
$$

(4.2)

then, the perturbation in the system (4.2) can be interpreted as a measurement error from the angle, where $\varepsilon$ is a small bias in the orientation, see [50] for more detail on this subject. In the next, we show that the perturbed system (4.1) can be stabilized partially and locally in finite-time.

4.1. Existence of the stabilizing feedback law of (4.1)

Under the new coordinates introduced in (2.1), the system (4.1) can be written in the form

$$
\begin{align*}
\dot{x}_1 &= x_2 v_1 + \varepsilon (v_2 + x_1 v_1) \\
\dot{x}_2 &= v_2 \\
\dot{x}_3 &= v_1.
\end{align*}
$$

(4.3)
Note that \((y_1, y_2) = 0\) is equivalent to \((x_1, x_2) = 0\). It is clear that the parameterized system (4.3) cannot be stabilized by continuous state feedback laws, since all points of the form \((\varepsilon, 0, 0)'\), \(\varepsilon \neq 0\) are not in \(f(\mathbb{R}^3 \times \mathbb{R}^2)\), where \(f(x, u) = (x_2 v_1 + \varepsilon (v_2 + x_1 + v_1), v_2, v_1)'\). Also, we note that the global controllability property of (4.3) is easily checked by using Chow’s theorem.

So, the stabilization problem should be treated in the finite-time partial stabilization sense. The goal of this subsection is to prove the existence of stabilizing feedback that renders the system (4.3) two-partially stable in finite-time. We rewrite the input \(v_2\) in the form \(v_2 = u v_1\), where \(u\) and \(v_1\) are two suitable feedback laws to be constructed.

The system (4.3) becomes

\[
\begin{align*}
\dot{x}_1 &= (x_2 + \varepsilon (u + x_1)) v_1 \\
\dot{x}_2 &= u v_1 \\
\dot{x}_3 &= v_1.
\end{align*}
\]

Let the linear parameterized subsystem

\[
\begin{align*}
\dot{x}_1 &= x_2 + \varepsilon (u + x_1) \\
\dot{x}_2 &= u.
\end{align*}
\]

The key construction of the stabilizing feedback law of (4.3) is given in the following lemmas.

**Lemma 4.1.** For all \(\varepsilon\), the system (4.4) is globally finite-time stabilizable.

**Proof.** The linear system (4.4) takes the form \(\dot{z} = Az +Bu\), where \(z = (x_1, x_2)\),

\[
A = \begin{pmatrix} \varepsilon & 1 \\ 0 & 0 \end{pmatrix},
\]

and

\[
B = \begin{pmatrix} \varepsilon \\ 1 \end{pmatrix}.
\]

It is clear that the Kalman controllability condition is satisfied; since \(\forall \varepsilon \in \mathbb{R}, \text{span}(B, AB) = \mathbb{R}^2\), therefore the system (4.4) is controllable. By using Bhat and Bernstein theorem (see [14], Thm. 8.1, p. 123), it means that every controllable linear system is globally finite-time stable. Then the system (4.4) is globally finite-time stable through continuous state feedback. \(\square\)

**Lemma 4.2.** For all \(\varepsilon\), the system (4.3) is 2-partially globally finite-time stabilizable.

**Proof.** Since the linear control system (4.4) is globally finite-time stabilizable, therefore the settling-time is a continuous function, then by converse Lyapunov theorem due to Bhat and Bernstein [13], Theorem 4.3 (p. 761), there exists for (4.4) a continuous feedback law \(u(x)\), a \(C^1\) candidate Lyapunov function \(V_\varepsilon\), a constant \(c_\varepsilon > 0\) and a real \(\alpha \in (0, 1)\) such that in closed loop we have \(V_\varepsilon' \leq -c_\varepsilon V_\varepsilon^\alpha\).

The time derivative of \(V_\varepsilon\) along the system (4.3), and taking into account the decomposition \(v_2 = u v_1\), then we get

\[
\dot{V}_\varepsilon = v_1 \dot{V}_\varepsilon|_{(4.4)}
\]

where \(\dot{V}_\varepsilon|_{(4.4)}\) is the time derivative of \(V\) along (4.4). In this case, we can choose \(v_1 = V_\varepsilon^\beta\), where \(\beta > 0\) and \(\beta + \alpha \in (0, 1)\), and finally we conclude by [12], Proposition 1. \(\square\)

### 4.2. Robust stabilization of Brockett’s integrator

In this section we address the problem of robust feedback stabilization of the nonlinear Brockett’s integrator. We will ask if the stabilizing feedback laws proposed in Proposition 3.2 also stabilize locally partially and in finite-time the perturbed system (4.3). Before giving the open question we recall the following definition.
Definition 4.3 ([44]). An admissible perturbation is a smooth mapping \( \varepsilon \mapsto g(\varepsilon, .) \) such that for every \( \varepsilon \in \mathbb{R} \), \( g(\varepsilon, .) \) is a smooth vector field in \( \mathbb{R}^n \) and \( g(\varepsilon, 0) = 0 \) for all \( x \in \mathbb{R}^n \).

Inspired by the definition given in [44], we can define:

**Definition 4.4.** A continuous feedback law \( u : \mathbb{R}^p \times \mathbb{R}^{n-p} \ni x = (x_1, x_2) \mapsto u(x) \in \mathbb{R}^m \) making the origin of the nominal system \( \dot{x} = X_0(x, u) \) \( p \)-partially stable in finite-time is robust with respect to unmodelled dynamics \( \dot{x} = X_\varepsilon(x, u) := X_0(x, u) + g(\varepsilon, x) \), for \( \varepsilon \in \mathbb{R} \), where \( g(\varepsilon, .) \) is an admissible perturbation, if there exists \( \varepsilon_0 > 0 \) such that, for \( |\varepsilon| \leq \varepsilon_0 \), \( u \) also makes the origin of \( \dot{x} = X_\varepsilon(x, u) \) \( p \)-partially stable in finite-time.

A possible key to study the robustness control is the following lemma:

**Lemma 4.5.** Consider in \( \mathbb{R}^p \times \mathbb{R}^{n-p} \) the continuous system in the following form

\[
\begin{align*}
\dot{x}_1 &= X_1(x_1, x_2) + \bar{X}_1(x_1, x_2), \\
\dot{x}_2 &= X_2(x_1, x_2) + \bar{X}_2(x_1, x_2).
\end{align*}
\]  
(4.6)

We assume that:

1. \( X_0(0, x_2) = \bar{X}_1(0, x_2) = 0 \), for \( i = 1, 2 \);
2. \( X_1 \) is homogeneous of negative degree \( m \) with respect to appropriate dilation \( (r_1, ..., r_n)' \);
3. the system \( \dot{x}_1 = X_1(x_1, x_2) \), \( \dot{x}_2 = X_2(x_1, x_2) \) is \( p \)-partially asymptotically stable;
4. 
\[
\lim_{k \to 0^+} \frac{\bar{X}_j(k^p_{1} x_1, k^p_{2} x_2, ..., k^p_{n} x_n)}{k^{m+r_i}} = 0, \quad j = 1, 2, \quad i = 1, ..., n,
\]
uniformly on the unity sphere \( \mathbb{S}^{n-1} \) of \( \mathbb{R}^n \).

Then (4.6) is \( p \)-locally partially stable in finite-time.

**Remark 4.6.** This lemma is firstly given in [34] in the particular case \( p = n \). As cited in [34], the proof reprosed in part on [12], Theorem 1 or [37], Proposition 1 and on (iii) of Theorem 3.1.

Now, we are ready to give the open question:

**Open question:** Is the feedbacks proposed in Proposition 3.2 also locally partially stabilize in finite-time the perturbed system (4.3)?

## 5. Finite-time Partial Stability by Discontinuous Stabilizing Feedback Laws

Dynamical control systems described by differential equations with discontinuous right-hand sides are the subject of numerous papers and books; see [27,51,52]. From practical point of view, such systems do arise and require analysis. Examples of such systems are mechanical systems with Coulomb friction modeled as a force proportional to the sign of a velocity, and systems whose control laws have discontinuities; see [51,52].

To this end, this section is devoted to study the possible case to stabilize the Brockett’s integrator partially in finite-time by discontinuous feedback laws. These feedback laws are inspired by [51], Theorem 4.4 (p. 96). Before the construction of the discontinuous stabilizing feedbacks, we define the notion of partial stability in finite time by discontinuous feedback laws.

Throughout, the precise meaning of the differential equation \( \dot{x} = X(x) \) with a piecewise continuous right-hand side is defined in the sense of Filippov (see for instance [27,51]).

**Definition 5.1** \((p\text{-finite-time partial stability})\). Let \( X : \mathbb{R}^p \times \mathbb{R}^{n-p} \ni x \mapsto \mathbb{R}^n \), \( x = (x_1, x_2) \in \mathbb{R}^p \times \mathbb{R}^{n-p} \mapsto X(x) \in \mathbb{R}^n \), be defined and discontinuous on a neighborhood of \((0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p} \). We assume that

\[
X(0, x_2) = 0.
\]
One says that \((0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p}\) is \(p\)-partially stable in finite time for \(\dot{x} = X(x)\) if:

- \((0, 0)\) is Lyapunov stable for \(\dot{x} = X(x)\);
- there exist \(r > 0\) and \(T = T(x(0)) > 0\) called settling-time function, such that, if \(\dot{x} = X(x)\) and \(|x(0)| < r\), then \(x_1(t) = 0\) for every \(t \geq T\) (and therefore \(t \mapsto x_2(t)\) is constant for \(t \geq T\)).

The control system \(\dot{x} = X(x, u)\) is \(p\)-partially stabilizable in finite-time by discontinuous feedback law, if there exists a discontinuous map \(u : \mathbb{R}^n \to \mathbb{R}^n\) such that for every \(x_2 \in \mathbb{R}^{n-p}\), \(u(0, x_2) = 0\), and such that \((0, 0) \in \mathbb{R}^p \times \mathbb{R}^{n-p}\) is \(p\)-partially stable in finite-time for the closed loop system \(\dot{x} = X(x, u(x))\).

The following proposition gives the discontinuous feedback stabilizing the unicycle (2.2).

**Proposition 5.2.** Let be \(a \in (0, 1)\), and let the feedback:

\[
    u = -a \text{sgn}(x_1) - b \text{sgn}(x_2),
\]

(5.1)

if the parameters \(a > b > 0\). Then \((0, 0) \in \mathbb{R}^2 \times \mathbb{R}\) is \(2\)-partially stable in finite-time for the closed-loop system (2.2) with \(v_1\) and \(v_2\) defined by

\[
    v_1 = |x_1|^\alpha/2 + |x_2|^\alpha \quad \text{and} \quad v_2 := u v_1.
\]

(5.2)

**Proof.** The proof of this result is similar to Proposition 3.2 and uses a result due to Orlov [51], Theorem 4.4 (p. 96). Indeed, we assume that the assumptions of the proposition are hold. Let the candidate Lyapunov function defined as

\[
    V := a|x_1| + \frac{1}{2}x_2^2.
\]

(5.3)

A straightforward computations show that

\[
    \dot{V} = -b|v_2|(|x_1|^\alpha/2 + |x_2|^\alpha) := -V_1(x_1, x_2) \leq 0,
\]

(5.4)

it is clear that \(V_1\) is positive semi-definite with respect to \(x_2\). Let the function \(W\) be defined by

\[
    W = x_1 x_2,
\]

(5.5)

the time derivative of \(W\) along the system (2.2) is given by

\[
    \dot{W} = (x_2^2 - x_1 u(x)v_1(x) = (x_2^2 - a|x_1| - b x_1 \text{sgn}(x_2)) v_1(x),
\]

(5.6)

within the set \(\{(x_1, x_2) : b|x_2| \leq \delta\}\), we have \(x_2^2 \leq \frac{\delta}{b}|x_2|\) and \(-b x_1 \text{sgn}(x_2) v_1(x) \leq b|x_1| v_1(x)\).

Therefore, we get on the set \(\dot{S}\),

\[
    \dot{W} \leq \frac{\delta}{b^2} V_1(x_1, x_2) - (a - b)|x_1| v_1(x_1, x_2).
\]

(5.7)

Let

\[
    W_1(x_1, x_2) = (a - b)|x_1| v_1(x_1, x_2),
\]

since \(V_1(x_1, x_2) + W_1(x_1, x_2) = (b|x_2| + (a-b)|x_1|) v_1(x_1, x_2)\) is positive definite, then [51], Theorem 3.3 (p. 55), proves to be applicable to the autonomous system (2.2). Hence the origin is a global asymptotically stable with respect to \((x_1, x_2)\).

Let the dilatation \(\Delta_k(x) = (k^2 x_1, k x_2)\) and let \(f_1(x) = x_2 v_1(x)\) and \(f_2(x) = u(x) v_1(x)\). A simple calculation shows that

\[
    f_1(\Delta_k(x)) = k^{2+\beta} f_1(x),
\]

(5.8)

\[
    f_2(\Delta_k(x)) = k^{1+\beta} f_2(x),
\]

(5.9)
where $\beta = \alpha - 1 < 0$. Then, the system (1.2) is homogeneous of negative degree with respect to $\Delta_k(x)$. According to [51], Theorem 4.1 (p. 92), the system (1.2) is 2-finite-time stable by discontinuous feedback law, and therefore the state $x_3(t)$ is constant for a large time $t$. \hfill \Box

**Proposition 5.3.** Let $\varepsilon$ be a strict positive real number, $T > 0$ a large enough real number, and $u$ be the feedback given in Proposition 5.2.

We assume that $|x(0)| \leq \varepsilon/2$, where $x = (x_1, x_2, x_3)'$.

Then $(0, 0) \in \mathbb{R}^2 \times \mathbb{R}$ is 2-partially stable in finite-time for the closed loop system (2.2) with $v_1$ and $v_2$ defined by

$$v_1(x) := \text{sat} \left( \frac{\varepsilon}{2T} \left( |x_1|^\alpha + |x_2|^\alpha \right) \right), \quad \alpha \in (0, 1) \quad \text{and} \quad v_2 := v_1 u, \quad (5.10)$$

and therefore $|x_3(t)| \leq \varepsilon, \forall t \geq 0$.

**Proof.** The proof is similar to the proof of Proposition 3.5. \hfill \Box

### 5.1. Numerical simulations

In this subsection we illustrate our design procedure by simulations. It is verified in Figure 5 that the discontinuous stabilizing feedbacks are global two-partially stable in finite-time the Brockett’s integrator.

**Boundedness of the limit of the state $x_3$ for the system.** The boundedness of the limit of the state $x_3$ is presented in Figure 6. The simulation shows that the limit $c$ satisfies $|c| \leq 6.86$ with the initial condition $x_0 = (0.8, 0.9, 0.2)$ and with the saturation $\varepsilon/2T = 20/120 (\varepsilon = 20, T = 60)$.

### 5.2. Robust stabilization of perturbed system

This subsection is devoted to stabilize, by discontinuous finite-time feedback laws, the perturbed control system

$$
\begin{align*}
\dot{y}_1 &= u_1 \cos \theta + \varepsilon u_1 \sin \theta \\
\dot{y}_2 &= u_1 \sin \theta - \varepsilon u_1 \cos \theta \\
\dot{\theta} &= u_2.
\end{align*}
$$

As shown in Section 4, the system (5.11) is equivalent to

$$
\begin{align*}
\dot{z}_1 &= ((1 + \varepsilon^2) z_2 + \varepsilon z_1) v_1 \\
\dot{z}_2 &= v_2 \\
\dot{z}_3 &= v_1,
\end{align*}
$$

the same question of robustness can be asked.
Open question. Is the proposed feedback laws (5.1)-(5.2) robust with respect to the admissible perturbation
\( g_{\varepsilon}(z) = ((1 + \varepsilon^2)z_2 + \varepsilon z_1), 0, 0) \)?

Remark 5.4. Link between local controllability and partial asymptotic stabilization. Throughout the recent years, a great effort has been done to extend the well known relation between controllability and stabilizability for the linear case to the non linear case [16,19,21,23]. Thanks to Kalman theorem [23], controllability for the linear case is equivalent to stabilizability. The situation remains difficult for the nonlinear control systems; it is shown by Brockett that the double integrator (1.2) is controllable however a stabilizing feedback laws does not exist. The same question can be asked for the partial asymptotic stabilizability case: does local controllability or even global controllability implies the partial asymptotic stabilizability? In this remark, we will prove that local controllability does not imply partial asymptotic stabilizability.

Consider the following system
\[
\begin{align*}
\dot{x}_1 &= f(x_1, u_1) \\
\dot{x}_2 &= u_2,
\end{align*}
\]
where \( f(x, u) \) is given as follows [43]
\[
f(x, u) = \begin{cases} 
  x & \text{if } |u| \leq 1, \\
  x + \exp \left( \frac{1}{1-u} \right) & \text{if } u > 1 \\
  x - \exp \left( \frac{1}{1+u} \right) & \text{if } u < -1.
\end{cases}
\]

It was shown in [43] that (5.14) is locally controllable and a continuous feedback law stabilizing the system does not exist. Clearly, the system (5.13) is locally controllable, since the two subsystems are independent, and (5.13) is not partially asymptotically stabilizable because (5.14) is not Lyapunov stable.

Remark 5.5. We do not know if the combination of Brockett condition and local controllability, even the local controllability in small time STLC, implies the partial asymptotic stabilizability.
6. Conclusion

In this paper, we have studied the finite-time partial stability of a prototype system of nonholonomic control systems which is the benchmark knife edge or the unicycle robot system called also the Brockett’s integrator. We have proposed various feedback controllers that achieve the partial asymptotic stabilizability, or the finite-time partial stability of the mobile robot. These feedbacks are Hölderien for the rational partial stability, continuous and homogeneous of negative degree or discontinuous and quasi-homogeneous of negative degree for the finite-time partial stability. From a practical point of view, we have shown that this special stabilization (asymptotic or in finite-time) of the system (1.2) is sufficient. Indeed, for the knife edge, the component $x_3$ of the state is the angle that gives the orientation of the vehicle. As we have seen, with the action of our feedback we can place in finite-time the vehicle in the equilibrium position without taking into consideration this angle (this later converges to some position depending on the initial conditions). Clearly, for many cases, this type of partial stabilization is sufficient.
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