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Abstract. Local and global Carleman estimates play a central role in the study of some partial differential equations regarding questions such as unique continuation and controllability. We survey and prove such estimates in the case of elliptic and parabolic operators by means of semi-classical microlocal techniques. Optimality results for these estimates and some of their consequences are presented. We point out the connexion of these optimality results to the local phase-space geometry after conjugation with the weight function. Firstly, we introduce local Carleman estimates for elliptic operators and deduce unique continuation properties as well as interpolation inequalities. These latter inequalities yield a remarkable spectral inequality and the null controllability of the heat equation. Secondly, we prove Carleman estimates for parabolic operators. We state them locally in space at first, and patch them together to obtain a global estimate. This second approach also yields the null controllability of the heat equation.
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1. INTRODUCTION

In 1939, T. Carleman introduced some energy estimates with exponential weights to prove a uniqueness result for some elliptic partial differential equations (PDE) with smooth coefficients in dimension two [11]. This type of estimate, now referred to as Carleman estimates, were generalized and systematized by Hörmander and others for a large class of differential operators in arbitrary dimensions (see [25], Chap. 8 and [26], Sects. 28.1-2; see also [59]).

In more recent years, the field of applications of Carleman estimates has gone beyond the original domain they had been introduced for, i.e., a quantitative result for unique continuation. They are also used in the study
of inverse problems and control theory for PDEs. Here, we shall mainly survey the application to control theory in the case of parabolic equations, for which Carleman estimates have now become an essential technique.

In control of PDEs, for evolution equations, one aims to drive the solution in a prescribed state, starting from a certain initial condition. One acts on the equation through a source term, a so-called distributed control, or through a boundary condition, a so-called boundary control. To achieve general results one wishes for the control to only act in part of the domain or its boundary and one wishes to have as much latitude as possible in the choice of the control region: location, size.

As already mentioned, we focus our interest on the heat equation here. In a smooth and bounded domain $\Omega$ in $\mathbb{R}^n$, for a time interval $(0, T)$ with $T > 0$, and for a distributed control we consider

$$
\begin{cases}
\partial_t y - \Delta y = 1_\omega v & \text{in } Q = (0, T) \times \Omega, \\
y = 0 & \text{on } \Sigma = (0, T) \times \partial \Omega, \\
y(0) = y_0 & \text{in } \Omega.
\end{cases}
$$

Here $\omega \subseteq \Omega$ is an interior control region. The null controllability of this equation, that is the existence, for any $y_0 \in L^2(\Omega)$, of a control $v \in L^2(Q)$, with $\|v\|_{L^2(Q)} \leq C\|y_0\|_{L^2(\Omega)}$, such that $y(T) = 0$, was first proven in [39], by means of Carleman estimates for the elliptic operator $-\partial_t^2 - \Delta_x$ in a domain $Z = (0, S_0) \times \Omega$ with $S_0 > 0$. A second approach, introduced in [22], also led to the null controllability of the heat equation. It is based on global Carleman estimates for the parabolic operator $\partial_t - \Delta$. These estimates are said to be global for they apply to functions that are defined in the whole domain $(0, T) \times \Omega$ and that solely satisfy boundary condition, e.g., homogeneous Dirichlet boundary conditions on $(0, T) \times \partial \Omega$.

We shall first survey the approach of [39], proving and using local elliptic Carleman estimates. We prove such estimates with techniques from semi-classical microlocal analysis. The estimates we prove are local in the sense that they apply to functions whose support is localized in a closed region strictly included in $\overline{\Omega}$. With these estimates at hand, we derive interpolation inequalities for functions in $Z = (0, S_0) \times \Omega$, that satisfy some boundary conditions, and we derive a spectral inequality for finite linear combinations of eigenfunctions of the Laplace operator in $\Omega$ with homogeneous Dirichlet boundary conditions. This yields an iterative construction of the control function $v$ working in increasingly larger finite dimensional subspaces.

The method introduced in [39] was further extended to address thermoelasticity [41], thermoelastic plates [6], semigroups generated by fractional orders of elliptic operators [45]. It has also been used to prove null controllability results in the case of non smooth coefficients [8,35]. Local Carleman estimates have also been central in the study of other types of PDEs for instance to prove unique continuation results [21,48,51,53,54] and to prove stabilization results [5,40,50] to cite a few. Here, we shall consider self-adjoint elliptic operators, in particular the Laplace operator. The method of [39] can also be extended to some non selfadjoint case, e.g. non symmetric systems [37].

In a second part we survey the approach of [22], that is by means of global parabolic Carleman estimates. These estimates are characterized by an observation term. Such an estimate readily yields a so-called observability inequality for the parabolic operator, which is equivalent to the null controllability of the linear system (1.1). The proof of parabolic Carleman estimates we provide is new and different from that given in [22]. In [22] the estimate is derived through numerous integrations by parts and the identification of positive “dominant” terms. As in the elliptic case of the first part, we base our analysis on semi-classical microlocal analysis. In particular, the estimate is obtained through a time-uniform semi-classical Gårding inequality. In the case of parabolic operators, we first prove local estimates and we also show how such estimates can be patched together to finally yield a global estimate with an observation term in the form of that proved by [22].

The approach of [22] has been successful, allowing one to also treat the controllability of more general parabolic equations. Time dependent terms can be introduced in the parabolic equation. Moreover, one may consider the controllability of some semi-linear parabolic equations. For these questions we refer to [4,15,18,22]. In fact, global Carleman estimates yield a precise knowledge of the “cost” of the control function in the linear

---

[1] The problem of null-controllability of the heat equation in the case where $\Omega$ is unbounded is entirely different [43,44,46].
case [17] which allows to carry out a fix point argument after linearization of the semi-linear equation. The results on semi-linear equations have been extended to the case of non smooth coefficients [7,14,34,36]. The use of global parabolic Carleman estimates has also allowed to address the controllability of non linear equations such as the Navier-Stokes equations [19,29], the Boussinesq system [20], fluid structure systems [9,30], weakly coupled parabolic systems [12,23,32,33] to cite a few. A review of the application of global parabolic Carleman estimates can be found in [16].

A local Carleman estimates takes the following form. For an elliptic operator $P$ and for a well-chosen weight function $\varphi = \varphi(x)$, there exists $C > 0$ and $h_1 > 0$ such that

$$h\|e^{\varphi/h}u\|_0^2 + h^3\|e^{\varphi/h}\nabla_x u\|_0^2 \leq Ch^4\|e^{\varphi/h}Pu\|_0^2,$$

(1.2)

for $u$ smooth with compact support and $0 < h \leq h_1$.

In this type of estimate we can take the parameter $h$ as small as needed, which is often done in applications to inverse problems or control theory. For this reason, it appeared sensible to us to present results regarding the optimality of the powers of the parameter $h$ in such Carleman estimates. For example, in the case of parabolic estimates this question is crucial for the application to the controllability of semilinear parabolic equations (see e.g. [14,18]). To make precise such optimality result we present its connection to the local phase-space geometry. We show that the presences of $h$ in front of the first term and $h^3$ in front of the second term in (1.2) are connected to the characteristic set of the conjugated operator $P_\varphi = h^2e^{\varphi/h}Pe^{-\varphi/h}$. Away from this characteristic set, a better estimate can be achieved.

If $\omega$ is an open subset of $\Omega$, from elliptic Carleman estimates we obtain a spectral inequality of the form

$$\|u\|_{L^2(\Omega)}^2 \leq Ce^{C\sqrt{\mu}}\|u\|_{L^2(\omega)}^2,$$

for some $C > 0$ and for $u$ a linear combination of eigenfunctions of $-\Delta$ associated to eigenvalues less than $\mu > 0$. An optimality result for such an inequality is also presented as well as some unique continuation property for series of eigenfunctions of $-\Delta$. This spectral inequality is also at the center of the construction of the control function of (1.1) and the estimation of its “cost” for particular frequency ranges.

An important point in the derivation of a Carleman estimate consist in the choice of the weight function $\varphi$. A necessary condition can be derived. This condition concerns the sub-ellipticity of the symbol of the conjugated operator $P_\varphi$. With the approach we use, the sufficiency of this condition is obtained. We also consider stronger sufficient conditions: the method introduced by [22] to derive Carleman estimates is analyzed in this framework.

This article originates in part from a lecture given by Lebeau at the Faculté des Sciences in Tunis in February 2005 and from Bellassoued’s handwritten notes taken on this occasion [38].

1.1. Outline

We start by briefly introducing semi-classical pseudodifferential operators (\psi DO) in Section 2. The G˚arding inequality will be one of the important tools we introduce. It will allow us to quickly derive a local Carleman estimate for an elliptic operator in Section 3. In that section, we present the sub-ellipticity condition that the weight function has to fulfill. We also show the optimality of the powers of the semi-classical parameter $h$ in the Carleman estimates. We apply Carleman estimates to elliptic equations and inequalities and prove unique continuation results in Section 4. In Section 5, we prove the interpolation and spectral inequalities. The latter inequality concerns finite linear combinations of eigenfunctions of the elliptic operator. We show the optimality of the constant $e^{C\sqrt{\mu}}$ in this inequality where $\mu$ is the largest eigenvalue considered in the sum. We also prove a unique continuation property for some series of such eigenfunctions. In Section 6, these results are applied to construct a control function for the parabolic equation (1.1). Section 7 is devoted to parabolic Carleman estimates. We first prove them locally in space with a uniform-in-time G˚arding inequality. We then patch them together to obtain a global estimate. We provide a second proof of the null controllability of parabolic equations with this approach.

For a clearer exposition, some of the results given in the main sections are proven in the appendices.
1.2. Notation

The notation we use is classical. The canonical inner product on \( \mathbb{R}^n \) is denoted by \( \langle \cdot, \cdot \rangle \), the associated Euclidean norm by \( |\cdot| \) and the Euclidean open ball with center \( x \) and radius \( r \) by \( B(x,r) \). For \( \xi \in \mathbb{R}^n \) we set \( \langle \xi \rangle := (1 + |\xi|^2)^{\frac{1}{2}} \). If \( \alpha \) is a multi-index, i.e., \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \), we introduce

\[
\xi^{\alpha} = \xi_1^{\alpha_1} \cdots \xi_n^{\alpha_n}, \quad \text{if} \quad \xi \in \mathbb{R}^n, \quad \partial^\alpha = \partial_{x_1}^{\alpha_1} \cdots \partial_{x_n}^{\alpha_n}, \quad D^\alpha = D_{x_1}^{\alpha_1} \cdots D_{x_n}^{\alpha_n}, \quad \text{and} \quad |\alpha| = \alpha_1 + \cdots + \alpha_n,
\]

where \( D = \frac{\hbar}{2i} \partial \). In \( \mathbb{R}^n \), we denote by \( \nabla \) the gradient \( (\partial_{x_1}, \ldots, \partial_{x_n})^t \) and by \( \Delta \) the Laplace operator \( \partial_{x_1}^2 + \cdots + \partial_{x_n}^2 \). If needed the variables along which differentiations are performed will be made clear by writing \( \nabla_x \) or \( \Delta_x \) for instance. We shall also write \( \varphi' = \nabla_x \varphi \).

For an open set \( \Omega \) in \( \mathbb{R}^n \), we denote by \( \mathcal{C}_c^\infty(\Omega) \) the set of functions of class \( \mathcal{C}^\infty \) whose support is a compact subset of \( \Omega \). For a compact set \( K \) in \( \mathbb{R}^n \), we denote by \( \mathcal{C}_c^\infty(K) \) the set of functions in \( \mathcal{C}_c^\infty(\mathbb{R}^n) \) whose support is in \( K \). The Schwartz space \( \mathcal{S}(\mathbb{R}^n) \) is the set of functions of class \( \mathcal{C}^\infty \) that decrease rapidly at infinity. Its dual, \( \mathcal{S}'(\mathbb{R}^n) \), is the set of tempered distributions. The Fourier transform of a function \( u \in \mathcal{S}(\mathbb{R}^n) \) is defined by \( \hat{u}(\xi) = \int e^{-i(x,\xi)}u(x) \, dx \), with an extension by duality to \( \mathcal{S}'(\mathbb{R}^n) \).

Let \( \Omega \) be an open subset of \( \mathbb{R}^n \). The space \( L^2(\Omega) \) of square integrable functions is equipped with the hermitian inner product \( \langle u,v \rangle_{L^2} = \int_{\Omega} u(x) \overline{v(x)} \, dx \) and the associated norm \( \|u\|_{L^2} = \|u\|_{L^2} = (\|u\|_{L^2})^{1/2} \). In \( \mathbb{R}^n \), classical Sobolev spaces are defined by \( H^s(\mathbb{R}^n) = \{ u \in \mathcal{S}'(\mathbb{R}^n); \langle \xi \rangle^s \hat{u} \in L^2(\mathbb{R}^n) \} \) for all \( s \in \mathbb{R} \). In \( \Omega \), for \( s \in \mathbb{N} \), \( H^s(\Omega) \) is defined by \( H^s(\Omega) = \{ u \in \mathcal{S}(\Omega); \partial^\alpha u \in L^2(\Omega), \forall \alpha \in \mathbb{N}^n, |\alpha| \leq s \} \).

For two functions \( f \) and \( g \) with variables \( x, \xi \) in \( \mathbb{R}^n \times \mathbb{R}^n \), we defined their so-called Poisson bracket

\[
\{f,g\} = \sum_j (\partial_{\xi_j} f \partial_{\xi_j} g - \partial_{x_j} f \partial_{\xi_j} g).
\]

For two operators \( A, B \) their commutator will be denoted \([A,B] = AB - BA\).

In these notes, \( C \) will always denote a generic positive constant whose value can be different in each line. If we want to keep track of the value of a constant we shall use other letters. We shall sometimes write \( C_\lambda \) for a generic constant that depends on a parameter \( \lambda \).

2. Preliminaries: semi-classical (pseudo-)differential operators

Semi-classical theory originates from quantum physics. The scaling parameter \( h \) we introduce is consistent with Planck’s constant in physics. It will be assumed small: \( h \in (0, h_0), \, 0 < h_0 << 1 \). We set \( D = \frac{h}{2i} \partial \). The semi-classical limit corresponds to \( h \to 0 \).

If \( p(x,\xi) \) is a polynomial in \( \xi \) of order less than or equal to \( m, \xi \in \mathbb{R}^n, p(x,\xi) = \sum_{|\alpha| \leq m} a_\alpha(x)\xi^\alpha, \) we set

\[
p(x, D)u = \sum_{|\alpha| \leq m} a_\alpha(x)D^\alpha u.
\]

Here, \( \alpha \) is a multi-index. We observe that \( D^\alpha u = \frac{\hbar^{|\alpha|}}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i(x,\xi)}\xi^\alpha \hat{u}(\xi) \, d\xi \), for \( u \in \mathcal{S}(\mathbb{R}^n) \), where \( \hat{u} \) is the classical Fourier transform of \( u \). We thus have

\[
p(x, D)u(x) = \sum_{|\alpha| \leq m} \frac{h^{|\alpha|}}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i(x,\xi)}a_\alpha(x)\xi^\alpha \hat{u}(\xi) \, d\xi = (2\pi h)^{-n} \int_{\mathbb{R}^n} e^{i(x,\xi)/h} \sum_{|\alpha| \leq m} a_\alpha(x)\xi^\alpha \hat{u}(\xi/h) \, d\xi,
\]

or, formally, \( p(x, D)u(x) = (2\pi h)^{-n} \iint e^{i(x,y,\xi)/h} p(x,\xi) u(y) \, dy \, d\xi \). More generally we introduce the following symbol classes.
We denote by $\Psi$ Let $\mathcal{L}$ natural norm on $L^2$. Consider the differential operator defined by Example 2.4. For $s \in \mathbb{R}$ and principal symbol are $a$, $\alpha$, $\beta$ Let $\Psi$ Lemma 2.2. We then write $H^s$ the space. We can prove the following continuity result. The space $H^s$ and $H^s$ are in duality, i.e., $H^{-s} = (H^s)'$ in the sense of distributional duality with $L^2 = H^0$ as a pivot space. We can prove the following continuity result. Theorem 2.5. If $a(x, \xi, h) \in S^m$ and $s \in \mathbb{R}$, we then have $\text{Op}(a) : H^s \to H^{s-m}$ continuously, uniformly in $h$. The following Gårding inequality is the important result we shall be interested in here.
Theorem 2.6 (Gårding inequality). Let $K$ be a compact set of $\mathbb{R}^n$. If $a(x,\xi,h) \in S^m$, with principal part $a_m$, if there exists $C > 0$ such that

$$\text{Re} a_m(x,\xi,h) \geq C|\xi|^m, \quad x \in K, \quad \xi \in \mathbb{R}^n, \quad h \in (0,h_0),$$

then for $0 < C' < C$ and $h_1 > 0$ sufficiently small we have

$$\text{Re}(\text{Op}(a)u, u) \geq C'\|u\|_{m/2}^2, \quad u \in \mathcal{E}_c^\infty(\mathbb{R}^n), \quad \text{supp}(u) \subset K, \quad 0 < h \leq h_1.$$

The positivity of the principal symbol of $a$ thus implies a certain positivity for the operator $\text{Op}(a)$. The value of $h_1$ depends on $C, C'$ and a finite number of constants $C_{\alpha,\beta}$ associated to the symbol $a(x,\xi,h)$ (see Def. 2.1). A proof of the Gårding inequality is provided in Appendix A.

Remark 2.7. We note here that the positivity condition on the principal symbol is imposed for all $\xi$ in $\mathbb{R}^n$, as opposed to the assumptions made for the usual Gårding inequality, i.e., non semi-classical, that only ask for such a positivity for $|\xi|$ large (see e.g. [55], Chap. 2). The semi-classical result is however stronger in the sense that it yields a true positivity for the operator.

We shall compose $\psi$DOs in the sequel. Such compositions yield a calculus at the level of operator symbols.

Theorem 2.8 (symbol calculus). Let $a \in S^m$ and $b \in S^{m'}$. Then $\text{Op}(a) \circ \text{Op}(b) = \text{Op}(c)$ for a certain $c \in S^{m+m'}$ that admits the following asymptotic expansion

$$c(x,\xi,h) = (a \sharp b)(x,\xi,h) \sim \sum_{\alpha} \frac{h^{[\alpha]}}{i^{[\alpha]!}} \partial_\xi^\alpha a(x,\xi,h) \partial_x^\alpha b(x,\xi,h),$$

where $a! = \alpha_1 \cdots \alpha_n$!

The first term in the expansion, the principal symbol, is $ab$; the second term is $\frac{h}{i} \sum_{\alpha} \partial_\xi^\alpha a(x,\xi,h) \partial_x^\alpha b(x,\xi,h)$.

It follows that the principal symbol of the commutator $[\text{Op}(a), \text{Op}(b)]$ is

$$\sigma([\text{Op}(a), \text{Op}(b)]) = \frac{h}{i} \{a, b\} \in hS^{m+m'-1}.$$

Finally, the symbol of the adjoint operator can be obtained as follows.

Theorem 2.9. Let $a \in S^m$. Then $\text{Op}(a)^* = \text{Op}(b)$ for a certain $b \in S^m$ that admits the following asymptotic expansion

$$b(x,\xi,h) \sim \sum_{\alpha} \frac{h^{[\alpha]}}{i^{[\alpha]!}} \partial_\xi^\alpha a(x,\xi,h).$$

The principal symbol of $b$ is simply $\overline{a}$.

For references on usual $\psi$DOs the reader can consult [2,24,27,52,55]. For references on semi-classical $\psi$DOs the reader can consult [13,42,50].

3. Local Carleman estimates for elliptic operators

We shall prove a local Carleman estimates for a second-order elliptic operator. To simplify notation we consider the Laplace operator $P = -\Delta$ but the method we expose extends to more general second-order elliptic operators with a principal part of the form $\sum_{i,j} \partial_j(a_{ij}(x)\partial_i)$ with $a_{ij} \in \mathcal{C}_c^\infty(\mathbb{R}^n, \mathbb{R})$, $1 \leq i, j \leq n$ and
principal symbols (Hörmander [25,26])

Assumption 3.1

We have

Remark 3.2.

We note that

Lemma 3.3

The following result proven in Appendix A that follows from Assumption 3.1 can be fulfilled as stated in the following lemma whose proof can be found in Appendix A.

The proof of the Carleman estimate will make use of the Garding inequality. In preparation, we have the following result proven in Appendix A that follows from Assumption 3.1.

Lemma 3.4. Let \( \mu > 0 \) and \( p = \mu(q_2^2 + q_1^2) + \{q_2, q_1\} \). Then, for all \( (x, \xi) \in \overline{\nabla} \times \mathbb{R}^n \), we have \( \rho(x, \xi) \geq C|\xi|^4 \), with \( C > 0 \), for \( \mu \) sufficiently large.

We may now prove the following Carleman estimate.

\( \sum_{i,j} a_{ij}(x)\xi_i\xi_j \geq C|\xi|^2 \), with \( C > 0 \), for all \( x, \xi \in \mathbb{R}^n \). In particular, we note that Carleman estimates are insensitive\(^2\) to changes in the operator by zero- or first-order terms.

Let \( \varphi(x) \) be a real-valued function. We define the following conjugated operator \( P_\varphi = h^2\varphi/h P e^{-\varphi/h} \) to be considered as a semi-classical differential operator. We have \( P_\varphi = -h^2\Delta - |\varphi'|^2 + 2(\varphi', h\nabla) + h\Delta \varphi \). Its full symbol is given by

\[ p_\varphi = \sigma(P_\varphi) = |\xi|^2 - |\varphi'|^2 + 2i\langle \varphi', \xi \rangle = \sum_j (\xi_j + i\varphi'_{x_j})^2, \]

i.e., we have “replaced” \( \xi_j \) by \( \xi_j + i\varphi'_{x_j} \). In fact we note that the symbol of \( e^{\varphi/h} D e^{-\varphi/h} \) is \( \xi_j + i\varphi'_{x_j} \).

We define the following symmetric operators

\[ Q_2 = (P_\varphi + P_\varphi^*)/2, \quad Q_1 = (P_\varphi - P_\varphi^*)/(2i), \]

with respective principal symbols

\[ q_2 = |\xi|^2 - |\varphi'|^2, \quad q_1 = 2\langle \xi, \varphi' \rangle. \]

We have \( p_\varphi = q_2 + iq_1 \) and \( P_\varphi = Q_2 + iq_1 \).

We choose \( \varphi \) that satisfies the following assumption.

Assumption 3.1 (Hörmander [25,26]). Let \( V \) be a bounded open set in \( \mathbb{R}^n \). We say that the weight function \( \varphi \in C^\infty(\mathbb{R}^n, \mathbb{R}) \) satisfies the sub-ellipticity assumption in \( \overline{V} \) if \( |\varphi'| > 0 \) in \( \overline{V} \) and

\[ \forall (x, \xi) \in \overline{\nabla} \times \mathbb{R}^n, \quad p_\varphi(x, \xi) = 0 \Rightarrow \{q_2, q_1\}(x, \xi) \geq C > 0. \]

Remark 3.2. We note that \( p_\varphi(x, \xi) = 0 \) is equivalent to \( |\xi| = |\varphi'| \) and \( \langle \xi, \varphi' \rangle = 0 \). In particular, the characteristic set \( \mathcal{Z} = \{(x, \xi) \in \overline{\nabla} \times \mathbb{R}^n; p_\varphi(x, \xi) = 0\} \) is compact as illustrated in Figure 1.

Assumption 3.1 can be fulfilled as stated in the following lemma whose proof can be found in Appendix A.

Lemma 3.3 (Hörmander [25,26]). Let \( V \) be a bounded open set in \( \mathbb{R}^n \) and \( \psi \in C^\infty(\mathbb{R}^n, \mathbb{R}) \) be such that \( |\psi'| > 0 \) in \( \overline{V} \). Then \( \varphi = e^{\lambda \psi} \) fulfills Assumption 3.1 in \( \overline{V} \) for \( \lambda > 0 \) sufficiently large.

The proof of the Carleman estimate will make use of the Garding inequality. In preparation, we have the following result proven in Appendix A that follows from Assumption 3.1.

Lemma 3.4. Let \( \mu > 0 \) and \( p = \mu(q_2^2 + q_1^2) + \{q_2, q_1\} \). Then, for all \( (x, \xi) \in \overline{\nabla} \times \mathbb{R}^n \), we have \( \rho(x, \xi) \geq C|\xi|^4 \), with \( C > 0 \), for \( \mu \) sufficiently large.

We may now prove the following Carleman estimate.

\(^2\)In the sense that only constants are affected. In Theorem 3.5 below the constants \( C \) and \( h_1 \) change but not the form of the estimate.
Remark 3.6. Let \( V \) be a bounded open set in \( \mathbb{R}^n \) and let \( \varphi \) satisfy Assumption 3.1 in \( \overline{V} \); then, there exist \( 0 < h_1 < h_0 \) and \( C > 0 \) such that
\[
h\|e^{\varphi/h}u\|_0 + h^3\|e^{\varphi/h}\nabla_x u\|_0^2 \leq Ch^4\|e^{\varphi/h}Pu\|_0^2, \tag{3.1}
\]
for \( u \in \mathcal{C}_c^{\infty}(V) \) and \( 0 < h < h_1 \).

Proof We set \( v = e^{\varphi/h}u \). Then, \( Pu = f \) is equivalent to \( P\varphi v = g = h^2e^{\varphi/h}f \) or rather \( Q_2v + iQ_1v = g \). Observing that \( (Q_jw_1, w_2) = (w_1, Q_jw_2) \) for \( w_1, w_2 \in \mathcal{C}_c^{\infty}(\mathbb{R}^n) \) we then obtain
\[
\|g\|_0^2 = \|Q_1v\|_0^2 + \|Q_2v\|_0^2 + 2\Re(Q_2v, iQ_1v) = \left(\|Q_1^2 + Q_2^2 + i(Q_2, Q_1)\right) v, v \tag{3.2}
\]
We choose \( \mu > 0 \) as given in Lemma 3.4. Then, for \( h \) such that \( h\mu \leq 1 \) we have
\[
h\left(\mu(Q_1^2 + Q_2^2) + \frac{2}{h}[Q_2, Q_1]\right) v, v \leq \|g\|_0^2.
\]
The \( \text{Gårding inequality} \) and Lemma 3.4 then yield
\[
h\|v\|_2^2 \leq C\|g\|_0^2. \tag{3.3}
\]
We content\(^3\) ourselves with the norm in \( \mathcal{H}^1 \) here and we obtain \( h\|e^{\varphi/h}u\|_0^2 + h^3\|\nabla_x (e^{\varphi/h}u)\|_0^2 \leq Ch^4\|e^{\varphi/h}f\|_0^2 \).
We write \( \nabla_x (e^{\varphi/h}u) = h^{-1}e^{\varphi/h}(\nabla_x \varphi)u + e^{\varphi/h}\nabla_x u \), which yields
\[
h^3\|e^{\varphi/h}\nabla_x u\|_0^2 \leq Ch\|e^{\varphi/h}u\|_0^2 + Ch^3\|\nabla_x (e^{\varphi/h}u)\|_0^2,
\]
since \( |\nabla_x \varphi| \leq C \). This concludes the proof.

Remark 3.6. With a density argument the result of Theorem 3.5 can be extended to functions \( u \in H^2_0(V) \). However, here, we do not treat the case of functions in \( H^2_0(V) \cap H^2(V) \). For such a result one needs a local Carleman estimate at the boundary of the open set \( V \) as proven in [39], Proposition 2, page 351. Moreover, a global estimate in \( V \) for a function \( u \) in \( H^2_0(V) \cap H^2(V) \) requires an observation term in the r.h.s. of the Carleman estimate. We shall provide such details in the case of parabolic operators below (see Sect. 7).

Remark 3.7. In the proof of Theorem 3.5 we have used Assumption 3.1. We give complementary roles to the square terms in (3.2), \( \|Q_1u\|_0^2 \) and \( \|Q_2u\|_0^2 \), and to the action of the commutator \( i\{Q_2, Q_1\}u, u \). As the square terms approach zero, the commutator term comes into effect and yields positivity. A. Fursikov and Imanuvilov [22] have introduced a modification of the proof that allows to only consider a term equivalent to the commutator term without using the two square terms. This approach is presented below.

The following proposition yields a more precise result than the previous Carleman estimate and illustrates the loss of a half derivative in the neighborhood of the characteristic set \( \mathcal{Z} \).

**Proposition 3.8.** Let \( s \in \mathbb{R} \) and \( V \) be a bounded open set in \( \mathbb{R}^n \) and let \( \varphi \) satisfy Assumption 3.1 in \( \overline{V} \). Let \( \chi_1, \chi_2 \in S^0 \) with compact supports in \( x \). Assume that \( \chi_1 \) vanishes in a neighborhood of \( \mathcal{Z} \) and that \( \chi_2 \) vanishes

\(^3\)Note that in the elliptic region, e.g. for large \( |\xi| \), we can obtain a better result without the factor \( h \) in (3.3). In the neighborhood of the characteristic set \( \mathcal{Z} = \{p_x = 0\} \) the choice of the norm in \( \mathcal{H}^1 \) or \( \mathcal{H}^2 \) matters very little since this region is compact. See Proposition 3.8 for more details.
outside a compact neighborhood of \( Z \). Then there exist \( C > 0 \) and \( 0 < h_2 < h_0 \) such that

\[
\| \text{Op}(\chi_1)v\|_2 \leq C \left( \| P\varphi v\|_0 + h\|v\|_1 \right), \quad \text{and} \quad h^{\frac{\alpha}{2}} \| \text{Op}(\chi_2)v\|_s \leq C \left( \| P\varphi v\|_0 + h\|v\|_1 \right),
\]  

(3.4)

for \( v \in \mathcal{C}_c^\infty(V) \) and \( 0 < h < h_2 \).

The geometry of the cut-off functions in Proposition 3.8 is illustrated in Figure 2. This proposition is proven in Appendix A.5. We take \( \chi_1 \) and \( \chi_2 \) that satisfy the assumptions made in Proposition 3.8 and such that \( \chi_1 + \chi_2 = 1 \) in a neighborhood of \( V \times \mathbb{R}^n \). For \( v \in \mathcal{C}_c^\infty(V) \) we have \( \| \text{Op}(1 - \chi_1 - \chi_2)v\|_s \leq C_{N,r,r'}h^N \|v\|_{r'} \) for all \( N \in \mathbb{N} \) and \( r, r' \in \mathbb{R} \). We thus obtain

\[
h^{\frac{\alpha}{2}} \|v\|_2 \leq h^{\frac{\alpha}{2}}(\|\text{Op}(1 - \chi_1 - \chi_2)v\|_2 + \|\text{Op}(\chi_1)v\|_2 + \|\text{Op}(\chi_2)v\|_2) \leq C \left( \| P\varphi v\|_0 + h\|v\|_1 \right).
\]

Choosing \( h \) sufficiently small we obtain

\[
h^{\frac{\alpha}{2}} \|v\|_2 \leq C' \| P\varphi v\|_0,
\]  

(3.5)

which brings us back to the last step in the proof of Theorem 3.5. Also note that (3.5) allows us to remove the second term in the r.h.s. in each inequality in (3.4) and we thus obtain

\[
\| \text{Op}(\chi_1)v\|_2 \leq C\| P\varphi v\|_0, \quad \text{and} \quad h^{\frac{\alpha}{2}} \| \text{Op}(\chi_2)v\|_s \leq C\| P\varphi v\|_0.
\]  

(3.6)

We have seen that the sub-ellipticity condition in Assumption 3.1 is sufficient to obtain a Carleman estimate in Theorem 3.5. In fact we can prove that this condition is necessary. We also note that the powers of the factors \( h \) in the l.h.s. of the estimate in Theorem 3.5 as well as in the second inequality in (3.6) are optimal: for instance, we may not have \( h^{2\alpha} \) in front of the first term in inequality (3.1) with \( \alpha < \frac{1}{2} \). These two points are summarized in the following proposition.

**Proposition 3.9.** Let \( V \) be a bounded open set in \( \mathbb{R}^n \), \( \varphi(x) \in \mathcal{C}_c^\infty(\mathbb{R}^n, \mathbb{R}) \), \( 0 < h_1 < h_0 \) and \( C > 0 \) such that for a certain \( \alpha \leq \frac{1}{2} \) we have

\[
h^\alpha \| e^{\varphi/h}u\|_0 \leq C h^2 \| e^{\varphi/h} Pu\|_0,
\]  

(3.7)

for all \( u \in \mathcal{C}_c^\infty(V) \) and \( 0 < h < h_1 \). Then \( \alpha = \frac{1}{2} \) and the weight function \( \varphi \) satisfies Assumption 3.1 in \( V \).

The reader is referred to Appendix A.6 for a proof.
3.1. The method of Fursikov and Imanuvilov

Following the approach introduced by Fursikov and Imanuvilov [22], we provide an alternative proof of Theorem 3.5 in the elliptic case. We use the notation of the proof of Theorem 3.5, and write
\[\|g + \mu h \Delta \varphi\|_0^2 = \|Q_2 v\|_0^2 + \|Q_1 v\|_0^2 + (i\kappa Q_2, Q_1) v, v) + 2 \text{Re}(Q_2 v, \mu h \Delta \varphi), \quad 0 < \mu < 2.\]
where \(Q_1 = Q_1 - i \mu h \Delta \varphi\) and we obtain \(\|g + \mu h \Delta \varphi\|_0^2 = \|Q_2 v\|_0^2 + \|Q_1 v\|_0^2 + h \text{Re}(Re, v), \text{where } \rho = \sigma(R) = (\{q_2, q_1\} + 2 \mu q_2 \Delta \varphi).\) We have the following lemma, which proof can be found in Section A.4.

Lemma 3.10. If \(\varphi = e^{\lambda \psi}\), then for \(\lambda > 0\) sufficiently large, there exists \(C_\lambda > 0\) such that
\[\rho = \{q_2, q_1\} + 2 \mu q_2 \Delta \varphi \geq C_\lambda (\xi)^2, \quad x \in \Omega, \xi \in \mathbb{R}^n.\]

With the Gårding inequality we then conclude that \(\text{Re}(Re, v) \geq C_\lambda \|v\|_{L^2}^2\), for \(0 < C_\lambda < C_\lambda\) and \(h\) taken sufficiently small. The Carleman estimate follows without using the square terms \(\|Q_2 v\|_0^2\) and \(\|Q_1 v\|_0^2\). In fact we write
\[\|g + \mu h \Delta \varphi\|_0^2 \leq 2 \|g\|_0^2 + 2 \mu^2 h^2 \|\Delta \varphi v\|_0^2,\]
and the second term in the r.h.s. can be “absorbed” by \(h\|v\|_{L^2}^2\) for \(h\) sufficiently small. \(\square\)

Remark 3.11. The method of Fursikov and Imanuvilov, at the symbol level, is a matter of adding a term of the form \(2 \mu q_2 \Delta \varphi\) to the commutator symbol \(\frac{1}{2}[Q_2, Q_1]\). As the sign of \(q_2 \Delta \varphi\) is not fixed, a precise choice of the value of \(\mu\) is crucial.

In the proof of Lemma 3.3 in Section A.2 we in fact obtained the following condition on the weight function
\[\forall (x, \xi) \in \Omega \times \mathbb{R}^n, \quad q_2(x, \xi) = 0 \Rightarrow \{q_2, q_1\}(x, \xi) \geq C > 0,\]
which is stronger that the condition in Assumption 3.1, which reads
\[\forall (x, \xi) \in \Omega \times \mathbb{R}^n, \quad p_\varphi(x, \xi) = 0 \Rightarrow \{q_2, q_1\}(x, \xi) \geq C > 0.\]
Finally the condition of Fursikov and Imanuvilov, i.e., \(\{q_2, q_1\} + 2 \mu q_2 \Delta \varphi \geq C(\xi)^2\) is itself stronger than (3.8). The different conditions we impose on the weight function \(\varphi\) are sufficient to derive a Carleman estimate. We recall that the weaker condition, that of Assumption 3.1, is in fact necessary (see Prop. 3.9 and its proof in Sect. A.6).

Condition (3.8) turns out to be useful in some situations, in particular to prove Carleman estimates for parabolic operators, such as \(\partial_t - \Delta\), as it is done in Section 7.1.

4. Unique Continuation

Let \(\Omega\) be a bounded open set in \(\mathbb{R}^n\). In a neighborhood \(V\) of a point \(x_0 \in \Omega\), we take a function \(f\) such that \(\nabla f \neq 0\) in \(\Omega\). Let \(p(x, \xi)\) be a second-order polynomial in \(\xi\) that satisfies \(p(x, \xi) \geq C(\xi)^2\) with \(C > 0\). We define the differential operator \(P = p(x, \partial/\partial i)\).

We consider \(u \in H^2(V)\) solution of \(Pu = g(u)\), where \(g\) is such that \(|g(y)| \leq C|y|, y \in \mathbb{R}\). We assume that \(u = 0\) in \(\{x \in V; f(x) \geq f(x_0)\}\). We aim to show that the function \(u\) vanishes in a neighborhood of \(x_0\).

We pick a function \(\psi\) whose gradient does not vanish near \(\nabla\) and that satisfies \(\langle \nabla f(x_0), \nabla \psi(x_0) \rangle > 0\) and is such that \(f - \psi\) reaches a strict local minimum at \(x_0\) as one moves along the level set \(\{x \in \Omega; \psi(x) = \psi(x_0)\}\). For instance, we may choose \(\psi(x) = f(x) - c|x - x_0|^2\). We then set \(\varphi = e^{\lambda \psi}\) according to Lemma 3.3. In the neighborhood \(V\) (or possibly in a smaller neighborhood of \(x_0\)) the geometrical situation we have just described is illustrated in Figure 3.
We then write

$$\textbf{Theorem 4.2}$$

where the commutator is a first-order differential operator. We thus obtain

$$\textbf{Remark 3.6.} \text{We have}$$

$$h \text{ all}$$

$$\textbf{Proposition 4.1.} \text{Let}$$

$$B_0$$

$$\text{a connected open set.}$$

Since $$\inf\limits_{B_0} \varphi > 0$$ we go to zero, we obtain $$u = 0$$ in $$B_0$$. We have thus proven the following local unique-continuation result.

$$\textbf{Proposition 4.1. Let}$$

$$g \text{ be such that}$$

$$|g(y)| \leq C|y|, \ x_0 \in \Omega \text{ and}$$

$$u \in H^2_{\text{loc}}(\Omega) \text{ satisfying}$$

$$Pu = g(u) \text{ and}$$

$$u = 0 \text{ in}$$

$$\{ x; f(x) > f(x_0) \}, \text{in a neighborhood V of } x_0. \text{ The function } f \text{ is defined in } V \text{ and such that}$$

$$|\nabla f| \neq 0 \text{ in a neighborhood of } x_0. \text{ Then } u \text{ vanishes in a neighborhood of } x_0.$$
Proof The support of $u$ is a closed set. Since $F = \text{supp}(u)$ cannot be equal to $\Omega$, let us show that $F$ is open. It will then follow that $F = \emptyset$. Assume that $\text{fr}(F) = F \setminus F^\circ$ is not empty and chose $x_1 \in \text{fr}(F)$. We set $A := \Omega \setminus F$.

We recall that we denote by $B(x, r)$ the Euclidean open ball with center $x$ and radius $r$. There exists $R > 0$ such that $B(x_1, R) \subseteq \Omega$ and $x_0 \in B(x_1, R/4)$ such that $x_0 \in A$. Since $A$ is open, there exists $0 < r_1 < R/2$ such that $B(x_0, r_1) \subseteq A$. For $r_2 = R/2$ we have thus obtained $r_1 < r_2$ such that

$$B(x_0, r_1) \subseteq A, \quad B(x_0, r_2) \subseteq \Omega, \quad \text{and} \quad x_1 \in B(x_0, r_2).$$

We set $\mathcal{B}_t = B(x_0, (1 - t)r_1 + tr_2)$ for $0 \leq t \leq 1$. The previous proposition shows that is $u$ vanishes in $\mathcal{B}_t$, with $0 \leq t \leq 1$, then there exists $\varepsilon > 0$ such that $u$ vanishes in $B_{t + \varepsilon}$. Since $u$ vanishes in $\mathcal{B}_0$, we thus find that $u$ vanishes in $\mathcal{B}_1$, and in particular in a neighborhood of $x_0$ that thus cannot be in $\text{fr}(F)$. Hence $F$ is open.

5. Interpolation and spectral inequalities

Let $\Omega$ be a bounded open set in $\mathbb{R}^n$, $S_0 > 0$ and $\alpha \in (0, S_0/2)$. Let also $Z = (0, S_0) \times \Omega$ and $Y = (\alpha, S_0 - \alpha) \times \Omega$. We set $z = (s, x)$ with $s \in (0, S_0)$ and $x \in \Omega$. We define the elliptic operator $A := -\partial_s^2 - \Delta_x$ in $Z$. The Carleman estimate that we have proved in Section 3 holds for this operator.

We start with a weight function $\varphi(z)$ defined in $Z$ and choose $\rho_1 < \rho_1' < \rho_2 < \rho_2' < \rho_3 < \rho_3'$ and set

$$V = \{z \in Z; \rho_1 < \varphi(z) < \rho_3\}, \quad V_j = \{z \in Z; \rho_j < \varphi(z) < \rho_j', \ j = 1, 2, 3, \}

We assume that $\nabla$ is compact in $Z$ (we remain away from the boundary of $Z$) and that $\varphi$ satisfies the sub-ellipticity Assumption 3.1 in $\nabla$.

The Carleman estimate of Theorem 3.5 yields the following local interpolation inequality.

Proposition 5.1 (Lebeau-Robbiano [39]). There exist $C > 0$ and $\delta_0 \in (0, 1)$ such that for $u \in H^2(V)$ we have

$$\|u\|_{H^1(V_j)} \leq C \left(\|Au\|_{L^2(V)} + \|u\|_{H^1(V_j)}\right)^{\frac{\delta_0}{\delta}},$$

for $\delta \in [0, \delta_0]$.

Proof Let $\chi \in C^\infty_c(V)$ be such that $\chi(z) = 1$ in a neighborhood of $\rho_1' \leq \varphi(z) \leq \rho_3$. We set $w = \chi u$. The Carleman estimate of Theorem 3.5 implies $\|e^{\varphi/h} w\|_{L^2} + \|e^{\varphi/h}\nabla w\|_{L^2} \leq C\|e^{\varphi/h} Au\|_{L^2}$ for $h$ small, $0 < h < h_1 \leq 1$. We then observe that $Aw = \chi Au + [A, \chi]u$, with the first-order operator $[A, \chi]$ uniquely supported in $V_1 \cup V_3$. We thus obtain

$$e^{\varphi/h}\|u\|_{H^1(V_2)} \leq C e^{\rho_1/h}\|u\|_{H^1(V_1)} + Ce^{\rho_3/h}(\|Au\|_{L^2(V)} + \|u\|_{H^1(V_3)}),$$

as $\chi = 1$ in $V_2$. We finally write

$$e^{\varphi/h}\|u\|_{H^1(V_2)} \leq C e^{\rho_1/h}\|u\|_{H^1(V)} + Ce^{\rho_3/h}(\|Au\|_{L^2(V)} + \|u\|_{H^1(V_3)}), \quad 0 < h \leq h_1.$$

We conclude with the following lemma.

Lemma 5.2 (Robbiano [49]). Let $C_1$, $C_2$ and $C_3$ be positive and $A$, $B$, $C$ non negative, such that $C \leq C_3A$ and such that for all $\gamma \geq \gamma_0$ we have

$$C \leq e^{-C_1\gamma}A + e^{C_2\gamma}B.$$

Then

$$C \leq \text{Cst} \ \frac{C_2}{A^{\frac{C_2}{C_1} + \gamma}} - B^{\frac{C_1}{C_1 + \gamma}}.$$

(5.1)
Figure 4. Level sets of the weight function $\varphi$ and regions $V_1$, $V_2$ and $V_3$. The red regions, $V_1$ and $V_3$, localise the support of $\nabla \chi$.

Proof We optimize the r.h.s. of (5.1) as a function of $\gamma$ and we find $\gamma_{opt} = \frac{\ln((AC_1)/(BC_2))}{C_1 + C_2}$. To simplify we choose $\gamma_1 = \frac{\ln(A/B)}{C_1 + C_2}$. If $\gamma_1 \geq \gamma_0$, substitution in (5.1) then yields (5.2). If we now have $\gamma_1 < \gamma_0$, we then see that $A \leq C_{st}B$. We conclude as $C \leq C_3A$. □

We now apply the result of Proposition 5.1 to a particular weight function. Let $y \in \mathbb{Z}$ and $r > 0$ be such that $B(y, 6r) \subseteq \mathbb{Z}$. Let us set $\psi(z) = -\text{dist}(z, y)$ and choose $\lambda > 0$ such that $\varphi = e^{\lambda \psi}$ satisfies the sub-ellipticity Assumption 3.1 in $B(y, 6r) \setminus B(y, r/8)$ by Lemma 3.3. We then take

$$\rho_1 = e^{-5r\lambda}, \quad \rho'_1 = e^{-4r\lambda}, \quad \rho_2 = e^{-3r\lambda}, \quad \rho'_2 = e^{-r\lambda}, \quad \rho_3 = e^{-\frac{5}{2}r\lambda}, \quad \rho'_3 = e^{-\frac{4}{3}r\lambda}.$$  

The neighborhoods $V_1$, $V_2$ and $V_3$ are illustrated in Figure 4.

By applying Proposition 5.1 we obtain, for $u \in H^2(Z)$,

$$\|u\|_{H^1(V_2)} \leq C\left(\|Au\|_{L^2(V)} + \|u\|_{H^1(V)}\right)^{\delta} \|u\|_{H^1(V)}^{1-\delta} \leq C\left(\|Au\|_{L^2(Z)} + \|u\|_{H^1(B(y, r))}\right)^{\delta} \|u\|_{H^1(Z)}^{1-\delta},$$

which yields

$$\|u\|_{H^1(B(y, 3r))} \leq C\left(\|Au\|_{L^2(Z)} + \|u\|_{H^1(B(y, r))}\right)^{\delta} \|u\|_{H^1(Z)}^{1-\delta}.$$

The $H^1$-norm in the ball $B(y, 3r)$ is thus estimated by the $H^1$-norm in the ball $B(y, r)$. In particular, we recover the local uniqueness result of Section 4 when $Au = 0$. When $\Omega$ has a regular boundary, this local inequality can be “propagated” up to the boundary, under suitable boundary conditions. We then obtain a global result. In addition to the Carleman estimate we have proven here, one needs to prove a similar estimate at the boundary $(0, S_0) \times \partial \Omega$. The proof we give below of a Carleman estimate at the boundary for a parabolic operator (see Thm. 7.6 and its proof in Appendix A.10) is similar to the proof of a Carleman estimate at the boundary for an elliptic operator (see [39]). The “propagation” technique makes use of a finite covering by balls of radius $r$. The reader is referred to [39] for details (pp. 353–356). Here, as in [41] (see the proof of Theorem 3, pp. 312–313), the interpolation inequality can be “initiated” at the boundary $s = 0$ (again by a Carleman estimate at the boundary).
Theorem 5.3 ([31,39,41]). Let $\omega$ be an open set in $\Omega$. There exist $C > 0$ and $\delta \in (0,1)$ such that for $u \in H^2(Z)$ that satisfies $u(s,x)|_{x \in \partial \Omega} = 0$, for $s \in (0, S_0)$ and $u(0,x) = 0$, for $x \in \Omega$, we have

$$
\|u\|_{H^1(\Omega)} \leq C \|u\|_{H^2(Z)} \left( \|Au\|_{L^2(\Omega)} + \|\partial_s u(0,x)\|_{L^2(\omega)} \right)^{\delta}.
$$

(5.3)

We may now deduce a spectral inequality that, in particular, measures the loss of orthogonality of the eigenfunctions of $-\Delta$ in $\Omega$, with homogeneous Dirichlet boundary conditions, when they are restricted to an open subset $\omega \subset \Omega$ such that $\overline{\omega} \neq \Omega$. Let $\phi_j$, $j \in \mathbb{N}^*$, be an orthonormal basis of such eigenfunctions and $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_k \leq \cdots$ the associated eigenvalues, counted with their multiplicity.

Theorem 5.4 ([31,41]). There exists $K > 0$ such that for all sequences $(\alpha_j)_{j \in \mathbb{N}} \subset \mathbb{C}$ and all $\mu > 0$ we have

$$
\sum_{\mu_j \leq \mu} |\alpha_j|^2 = \int_\Omega \left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right|^2 \, dx \leq Ke^{K\sqrt{\mu}} \sum_{\mu_j \leq \mu} |\alpha_j|^2 \, dx,
$$

(5.4)

or concisely $\| \sum_{\mu_j \leq \mu} \alpha_j \phi_j \|_{L^2(\Omega)}^2 \leq Ke^{K\sqrt{\mu}} \sum_{\mu_j \leq \mu} |\alpha_j|^2$.

Proof. We apply Inequality (5.3) to the function $u(x) = \sum_{\mu_j \leq \mu} \alpha_j \frac{\sinh(\sqrt{\mu_j}s)}{\sqrt{\mu_j}} \phi_j(x)$ that satisfies $Au = 0$ as well as the boundary conditions required in Theorem 5.3. We have

$$
\|u\|_{H^1(\Omega)}^2 \geq \sum_{\mu_j \leq \mu} \int_\omega |\alpha_j|^2 \sinh^2(\sqrt{\mu_j}s) \, dx \geq \sum_{\mu_j \leq \mu} |\alpha_j|^2 \int_\omega s^2 \, dx = C S_0 \sum_{\mu_j \leq \mu} |\alpha_j|^2,
$$

and also

$$
\|u\|_{H^1(Z)}^2 \leq C \int_0^{S_0} \left( \int_\omega |-(\Delta u, u) + \|\partial_s u\|^2 \right) \, ds = C \sum_{\mu_j \leq \mu} |\alpha_j|^2 \int_0^{S_0} \left( \sinh^2(\sqrt{\mu_j}s) + \cosh^2(\sqrt{\mu_j}s) \right) \, ds
$$

$$
\leq C' e^{C' \sqrt{\mu}} \sum_{\mu_j \leq \mu} |\alpha_j|^2,
$$

using that $\|v\|_{H^1(\Omega)}^2$ is equivalent to $(-\Delta v, v)$ in $H^1_0(\Omega)$. Finally, we have $\|\partial_s u(0,x)\|_{L^2(\omega)}^2 = \int_\omega \left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right|^2 \, dx$, which yields

$$
\sum_{\mu_j \leq \mu} |\alpha_j|^2 \leq C e^{C \sqrt{\mu}} \left( \sum_{\mu_j \leq \mu} |\alpha_j|^2 \right)^{1-\delta} \left( \int_\omega \left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right|^2 \, dx \right)^{\delta},
$$

and the conclusion follows. $\square$

On the one hand, in the case $\omega = \Omega$, the result of Theorem 5.4 becomes trivial and the constant $Ce^{C' \sqrt{\mu}}$ can be replaced by 1. On the other hand, it is clear that $K = K(\omega)$ tends to $+\infty$ as the size of $\omega$ goes to zero. An interesting problem would be the precise estimation of $K(\omega)$. Some recent results are available with some lower bounds and upperbounds [47,57].

When $\overline{\omega} \neq \Omega$, the following proposition shows that the power $\frac{1}{2}$ of $\mu$ in $Ke^{K\sqrt{\mu}}$ is optimal (see also [31]).

Proposition 5.5. Let $\omega$ be a non empty open set in $\Omega$ with $\overline{\omega} \neq \Omega$. There exist $C > 0$ and $\mu_0 > 0$ such that for all $\mu \geq \mu_0$ there exists a sequence $(\alpha_j)_{j \leq \mu}$, such that

$$
\sum_{\mu_j \leq \mu} |\alpha_j|^2 \geq C e^{C \sqrt{\mu}} \int_\omega \left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right|^2 \, dx.
$$
Proof We denote by $P_t(x,y)$ the heat kernel that we can write $\sum_{j \in \mathbb{N}} e^{-t \mu_j} \phi_j(x) \phi_j(y)$ for $t > 0$; we have $e^{t \Delta f(x)} = \int P_t(x,y) f(y) \, dy$. We then write

$$\left| \sum_{\mu_j \leq \mu} e^{-t \mu_j} \phi_j(x) \phi_j(y) \right| \leq |P_t(x,y)| + \sum_{\mu_j > \mu} e^{-t \mu_j} \phi_j(x) \phi_j(y).$$

For $k \in \mathbb{N}$ sufficiently large, Sobolev injections give

$$\|\phi_j\|_{L^2} \leq C\|\phi_j\|_{H^{2k}} \leq C'\|\Delta^k \phi_j\|_{L^2} = C'(\mu_j)^k. \tag{5.5}$$

For all $x,y \in \Omega$ we have $p_t(x,y) \leq (4\pi t)^{-n/2} e^{-\frac{|x-y|^2}{4t}}$ by the maximum principle (see Appendix A.7). Let $y_0$ be such that $d = \text{dist}(y_0, \omega) > 0$. We then have $p_t(x,y_0) \leq e^{-C_0/t}$, with $C_0 > 0$, uniformly for $x$ in $\omega$. From (5.5) we thus obtain

$$\left| \sum_{\mu_j \leq \mu} e^{-t \mu_j} \phi_j(x) \phi_j(y_0) \right| \leq e^{-C_0/t} + C \sum_{\mu_j > \mu} e^{-t \mu_j} \mu_j^{2k}, \quad x \in \omega.$$

We choose $\alpha_j = e^{-t \mu_j} \phi_j(y_0)$ and we take $t = 1/\sqrt{\mu}$. We have

$$\left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right| \leq Ce^{-C_0 \sqrt{\mu}} + C \sum_{\mu_j > \mu} e^{-t \mu_j} \mu_j^{2k}, \quad x \in \omega.$$

To estimate the second term we introduce $J_\mu = \{1; \mu_j \leq \mu\}$. The Weyl asymptotics (see e.g. [1]) yields $\#J_\mu \leq C\mu^{n/2}$. Then, for $\mu > 1$ large, we write

$$\sum_{\mu_j > \mu} e^{-t \mu_j} \mu_j^{2k} = \sum_{N \in \mathbb{N}} e^{-t \mu_j} \mu_j^{2k} \leq \sum_{N \in \mathbb{N}} e^{-t(\mu+N)}(\mu+N)^{2k} \leq \sum_{N \in \mathbb{N}} \#J_{\mu+N+1} e^{-t(\mu+N)(\mu+N+1)^{2k}}$$

$$\leq C \sum_{N \in \mathbb{N}} e^{-t(\mu+N)(\mu+N+1)^{2k+n/2}} \leq C \int_{\mu-1}^{\infty} e^{-tx}(x+1)^{2k+n/2} \, dx = Ce^{t} \int_{\mu}^{\infty} e^{-tx}x^{2k+n/2} \, dx.$$

In fact, with $t = 1/\sqrt{\mu}$, the function $e^{-tx}(x+1)^{2k+n/2}$ decreases in $[\mu, +\infty)$ for $\mu$ large. We set $l = 2k + n/2$. The change of variable $y = t(x - \mu)$ then yields

$$\int_{\mu}^{\infty} e^{-tx}(x-\mu)^{l} \, dx = \int_{0}^{\infty} e^{-y} \mu^{l+1} \, dy = \mu^{l+1} e^{-\sqrt{\mu}y} \int_{0}^{\infty} e^{-y} \sqrt{\mu}y^{l} \, dy$$

$$\leq \mu^{l+\frac{1}{2}} e^{-\sqrt{\mu}} \int_{0}^{\infty} e^{-y} (1+y)^{l} \, dy = C\mu^{l+\frac{1}{2}} e^{-\sqrt{\mu}},$$

since $t = 1/\sqrt{\mu}$. For $\mu > 1$ large, we have thus obtained $\left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right| \leq Ce^{-C \sqrt{\mu}}$, which yields

$$\int_{\omega} \left| \sum_{\mu_j \leq \mu} \alpha_j \phi_j(x) \right|^{2} \, dx \leq C|\omega|e^{-C \sqrt{\mu}}.$$

We now conclude by proving $\sum_{\mu_j \leq \mu} |\alpha_j|^2 \geq C\mu^{n/4} \geq 1$, for $\mu$ sufficiently large with the choice of coefficients $\alpha_j$, $j \in \mathbb{N}$, we have made above. In fact we find

$$\sum_{\mu_j \leq \mu} |\alpha_j|^2 = \sum_{\mu_j \leq \mu} e^{-2t \mu_j} |\phi_j(y_0)|^2 = P_{2t}(y_0, y_0) - \sum_{\mu_j > \mu} e^{-2t \mu_j} |\phi_j(y_0)|^2.$$
As here \( t = 1/\sqrt{\mu} \) is small, Lemma A.5 (see Appendix A.7) gives \( P_{2t}(y_0, y_0) \geq C(2t)^{-n/2} = C\mu^{n/4} \). Finally, using Sobolev inequalities as above we obtain the following estimate \( \sum_{\mu_j > \mu} e^{-2t\mu_j}|\phi_j(y_0)|^2 \leq C \sum_{\mu_j > \mu} e^{-2t\mu_j}\mu_j^{2k} \leq C'\mu^{-C'\sqrt{\mu}}. \)

The spectral inequality of Theorem 5.4 also leads to the following unique continuation result for series of eigenfunctions.

**Proposition 5.6.** Let \( \omega \subset \Omega \) be open and \( \varepsilon > 0 \). Then for all functions \( u = \sum_{j \in \mathbb{N}^*} \alpha_j \phi_j \) with the complex coefficients \( \alpha_j \), satisfying \( |\alpha_j| \leq \varepsilon e^{\sqrt{\mu_j}}, j \in \mathbb{N}^* \), \( u = 0 \) if \( u|_\omega = 0 \).

This result yields an analogy between the series \( \sum_{j \in \mathbb{N}^*} \alpha_j \phi_j \) and analytic functions, when the coefficients \( \alpha_j \) satisfy the asymptotics \( |\alpha_j| \leq e^{-\varepsilon \sqrt{\mu_j}} \).

**Proof.** For \( 0 \leq s < \varepsilon \) we set \( v(s, x) = \sum_{j \in \mathbb{N}^*} \alpha_j \sinh(\sqrt{\mu_j} s) \phi_j(x) \). The asymptotic behavior we have assumed for the coefficients \( \alpha_j \), yields \( v \in C^2((0, \varepsilon), H^2(\Omega)) \). We then apply the interpolation inequality of Theorem 5.3 taking \( Y = \{(\alpha, S_0 - \alpha) \times \Omega \} \) with \( 0 < \alpha < S_0 - \alpha < S_0 < \varepsilon \). Since \( v \) satisfies the proper boundary conditions and since \( Av = 0 \) and \( \partial_x v|_{\partial \Omega} = u|_\omega = 0 \), this yields \( \|v\|_{H^1(Y)} = 0 \). For almost every \( s \in (\alpha, S_0 - \alpha) \) we thus have \( x \mapsto \sum_{j \in \mathbb{N}^*} \alpha_j \sinh(\sqrt{\mu_j} s) \phi_j(x) \) \( = 0 \) in \( L^2(\Omega) \). The orthogonality of the eigenfunctions gives \( \alpha_j = 0 \) for all \( j \in \mathbb{N}^* \).

\[ \Box \]

6. CONTROL OF THE HEAT EQUATION

We shall now construct a control function for the heat equation in the time interval \( (0, T) \) for an initial condition \( y_0 \) in \( L^2(\Omega) \),

\[
\begin{aligned}
\partial_t y - \Delta y &= 1_\omega v & \text{in } Q = (0, T) \times \Omega, \\
y(t) &= 0 & \text{on } \Sigma = (0, T) \times \partial\Omega, \\
y(0) &= y_0 & \text{in } \Omega.
\end{aligned}
\]

(6.1)

The function \( v \) is the control. The goal is to drive the solution \( y \) to zero at time \( T > 0 \), yet only acting in the sub-domain \( \omega \).

We start with a partial control result. Next, in Section 6.2, the control \( v \) will be built as a sequence of active and passive controls. The passive mode allows to take advantage of the natural parabolic exponential decay of the \( L^2 \) norm of the solution. A similar approach, on the observability side, can be found in \([47,57]\).

6.1. Observability and partial control

For \( j \in \mathbb{N} \), we define the finite dimensional space \( E_j = \text{span}\{\phi_k; \mu_k \leq 2^j\} \) and the following null controllability problem

\[
\begin{aligned}
\partial_t y - \Delta y &= \Pi_{E_j}(1_\omega v) & \text{in } (0, T) \times \Omega, \\
y(t) &= 0 & \text{on } (0, T) \times \partial\Omega, \\
y(0) &= y_0 & \text{in } \Omega,
\end{aligned}
\]

(6.2)

with \( T > 0 \) and where \( \Pi_{E_j} \) denotes the orthogonal projection onto \( E_j \) in \( L^2(\Omega) \). We estimate the so-called control cost, i.e., the \( L^2 \) norm of the control function \( v \) that gives \( y(T) = 0 \).

**Lemma 6.1.** There exists a control function \( v \) that drives the solution of system (6.2) to zero at time \( T \) and

\[ \|v\|_{L^2((0, T) \times \omega)} \leq C T^{-\frac{1}{2}} e^{CT/2} \|y_0\|_{L^2(\Omega)}. \]
For a ≥ 0, when we consider the time interval [a, a + T], we shall denote by \( V_j(y_0, a, T) \) such a control satisfying \( \| V_j(y_0, a, T) \|_{L^2([a,a+T] \times \Omega)} \leq CT^{-\frac{1}{2}} e^{CT^2} \| y_0 \|_{L^2(\Omega)} \).

**Proof** The adjoint system of (6.2) is

\[
\begin{align*}
-\partial_t q - \Delta q &= 0 \quad \text{in } (0, T) \times \Omega, \\
q &= 0 \quad \text{on } (0, T) \times \partial \Omega, \\
q(T) &= q_j \in E_j.
\end{align*}
\]

If we write \( q(0) = \sum_{\mu_k \leq 2^j} b_k \phi_k \) then \( q(t) = \sum_{\mu_k \leq 2^j} \alpha_k(t) \phi_k \) with \( \alpha_k(t) = b_k e^{\mu_k t} \) and we thus have

\[
T \| q(0) \|_{L^2(\Omega)}^2 \leq \int_0^T \| q(t) \|_{L^2(\Omega)}^2 \, dt = \int_{\omega} \left\| \sum_{\mu_k \leq 2^j} \alpha_k(t) \phi_k \right\|^2 \, dt \, dx \leq C e^{C T^2} \int_0^T \| q(t) \|^2 \, dt \, dx,
\]

because of the parabolic decay and from the spectral inequality of Theorem 5.4. This observability inequality yields the expected estimate of the cost of the control. □

6.2. **Construction of the control function**

We split the time interval \([0, T]\) into sub-intervals, \([0, T] = \bigcup_{j \in \mathbb{N}} [a_j, a_{j+1}]\), with \( a_0 = 0, a_{j+1} = a_j + 2T_j \), for \( j \in \mathbb{N} \) and \( T_j = K 2^{-j^p} \) with \( p \in (0, 1) \) and the constant \( K \) chosen such that \( 2 \sum_{j=0}^{\infty} T_j = T \). We now define the control function \( v \) according to the strategy exposed above:

- if \( t \in [a_j, a_j + T_j] \), \( v(t, x) = V_j(\Pi E_j y(a_{j+1}), a_j, T_j) \)

  \[ y(t, \cdot) = S(t - a_j) y(a_{j+1}) + \int_{a_j}^{t} S(t - s) v(s, \cdot) \, ds, \]

- if \( t \in [a_j + T_j, a_{j+1}] \), \( v(t, x) = 0 \) and \( y(t, \cdot) = S(t - a_j - T_j) y(a_j + T_j, \cdot) \),

where \( S(t) \) denotes the heat semi-group \( S(t) = e^{t \Delta} \). In particular, \( \| S(t) \|_{L^2 \to L^2} \leq 1 \).

The choice of the control \( v \) in the time interval \([a_j, a_j + T_j] \), \( j \in \mathbb{N} \), yields

\[
\| y(a_j + T_{j+1}) \|_{L^2(\Omega)} \leq (1 + C e^{C T^2}) \| y(a_{j+1}) \|_{L^2(\Omega)}, \quad \text{and} \quad \Pi E_j y(a_j + T_{j+1}, \cdot) = 0.
\]

During the passive mode, \( t \in [a_j + T_j, a_{j+1}] \), the solution is subject to an exponential decay

\[
\| y(a_j + T_{j+1}) \|_{L^2(\Omega)} \leq e^{-2^j T_j} \| y(a_j + T_j, \cdot) \|_{L^2(\Omega)}.
\]

We thus obtain \( \| y(a_{j+1}, \cdot) \|_{L^2(\Omega)} \leq C e^{C T^2 - 2^j T_j} \| y(a_{j+1}, \cdot) \|_{L^2(\Omega)} \), and hence we have

\[
\| y(a_{j+1}, \cdot) \|_{L^2(\Omega)} \leq C e^{C T^2 - 2^{j+1} T_j} \| y_0 \|_{L^2(\Omega)}, \quad j \in \mathbb{N}.
\]

We have \( 2^{2k} T_k = K 2^{k(2 - \rho)} \). We observe that \( 2 - \rho > 1 \) which yields \( \lim_{j \to \infty} \sum_{k=0}^{j} (C 2^k - K 2^{k(2 - \rho)}) = -\infty \).

For a certain constant \( C > 0 \) we have

\[
\| y(a_{j+1}, \cdot) \|_{L^2(\Omega)} \leq C e^{-C 2^{j(2 - \rho)}} \| y_0 \|_{L^2(\Omega)}, \quad j \in \mathbb{N}.
\] (6.3)
We conclude that \( \lim_{j \to -\infty} \|y(a_j, \cdot)\|_{L^2(\Omega)} = 0 \), i.e. \( y(T, \cdot) = 0 \) since \( y(t, \cdot) \) is continuous with values in \( L^2(\Omega) \) since the r.h.s. of (6.1) is in \( L^2(Q) \) by construction as we shall now see.

We have \( \|v\|_{L^2(Q)}^2 = \sum_{j \geq 0} \|v\|_{L^2((a_j, a_{j+1} + T_j) \times \Omega)}^2 \). From the cost of the control given in Lemma 6.1 and (6.3) we deduce

\[
\|v\|_{L^2(Q)}^2 \leq \left( C T_0^{-1} e^{2C} + \sum_{j \geq 1} C T_j^{-1} e^{C 2^j (j-1)(2^{-j} - \varepsilon)} \right) \|y_0\|_{L^2(\Omega)}^2.
\]

As \( 2 - \rho > 1 \) and \( T_j = K 2^{-j \rho} \), arguing as above we obtain \( \|v\|_{L^2(Q)} \leq C_T \|y_0\|_{L^2(\Omega)} \) with \( C_T < \infty \). We have thus obtain the following null controllability result.

**Theorem 6.2 (null controllability [39]).** For all \( T > 0 \), there exists \( C_T > 0 \) such that for all initial conditions \( y_0 \in L^2(\Omega) \), there exists \( v \in L^2(Q) \), with \( \|v\|_{L^2(Q)} \leq C_T \|y_0\|_{L^2(\Omega)} \), such that the solution to system (6.1) satisfies \( y(T) = 0 \).

**Corollary 6.3 (observability).** There exists \( C_T > 0 \) such that the solution \( y \in \mathcal{C}([0, T], L^2(\Omega)) \) of the adjoint system

\[
\begin{aligned}
-\partial_t q - \Delta q &= 0 \quad \text{in } Q, \\
q &= 0 \quad \text{on } \Sigma, \\
q(T) &= q_T \quad \text{in } \Omega,
\end{aligned}
\]

satisfies the following observability inequality

\[
\|q(0)\|_{L^2(\Omega)}^2 \leq C_T T \int_0^T |q(t)|^2 \, dt \, dx.
\]

7. **Carleman estimates for parabolic operators**

Here we shall prove Carleman estimates for parabolic operators, typically \( P = \partial_t + A \) with \( A = -\Delta \). As in the previous sections \( \Omega \) is a bounded open set in \( \mathbb{R}^n \). We set \( Q = (0, T) \times \Omega \). We start by proving local (in space) estimates, away from the boundary \( \partial \Omega \).

7.1. **Local estimates**

We set \( \theta(t) = t(T - t) \) and \( h = \varepsilon \theta(t) \). The parameter \( \varepsilon \) will be small, \( 0 < \varepsilon \leq \varepsilon_0 \langle 1 \). For a weight function \( \varphi(x) \) we define \( P_{\varphi} = h^2 \varphi / h \partial_x \varphi / h \). The semi-classical parameter \( h \) depends on the time variable \( t \) here, and moreover vanishes for \( t = 0 \) and \( t = T \).

We have

\[
P_{\varphi} = h^2 \partial_t + \varepsilon \varphi(x) \theta'(t) - h^2 \Delta + 2h \langle \varphi', \nabla \varphi \rangle - |\varphi'|^2 + h \Delta \varphi.
\]

We define the following symmetric operators

\[
Q_2 = (P_{\varphi} + P_{\varphi}^*)/2, \quad Q_1 = (P_{\varphi} - P_{\varphi}^*)/(2i),
\]

which gives

\[
\begin{aligned}
Q_2 &= -\varepsilon h \theta'(t) + \varepsilon \varphi(x) \theta'(t) - h^2 \Delta - |\varphi'|^2, \\
Q_1 &= \frac{h^2}{i} \partial_t + \frac{\varepsilon h}{i} \theta'(t) + \frac{h}{i} \Delta \varphi + \frac{2h}{i} \langle \varphi', \nabla \varphi \rangle,
\end{aligned}
\]

with respective principal symbols

\[
q_2 = \varepsilon \varphi(x) \theta'(t) + |\xi|^2 - |\varphi'|^2, \quad q_1 = h \tau + 2 \langle \varphi', \xi \rangle.
\]

We have \( p_{\varphi} = q_2 + iq_1 \) and \( P_{\varphi} = Q_2 + iq_1 \).

We choose the weight function \( \varphi \) according to the following assumption.
Assumption 7.1. Let $V$ be an open subset of $\Omega$. The weight function $\varphi$ satisfies
\begin{align*}
\varphi(x) &< 0, \quad |\varphi'(x)| \neq 0, \quad x \in \overline{V}, \\
q_2|_{t=0} = 0 \Rightarrow \{q_2|_{t=0}, q_1|_{t=0} > 0, \quad x \in \overline{V}, \xi \in \mathbb{R}^n, \quad (7.1)
\end{align*}

These conditions, stronger than those we presented in the elliptic case, were introduced in [38]. We shall see below that they are sufficient and also necessary for a Carleman estimate to hold. They only involve the spatial variables, $x$ and $\xi$, and can be fulfilled by choosing $\varphi$ of the form
\begin{equation*}
\varphi(x) = e^{\lambda \psi(x)} - e^{\lambda L}, \quad \text{with } L > \|\psi\|_{\infty}, \quad |\psi'(x)| \neq 0, \quad x \in \overline{V},
\end{equation*}
and letting the positive parameter $\lambda$ be sufficiently large (see Lemma A.1 in Sect. A.2).

With this assumption we can prove the following lemma (see Appendix A.8 for a proof).

Lemma 7.2. There exist $C > 0$, $\mu_1 > 0$ and $\delta_1 > 0$, such that for $\mu \geq \mu_1$ and $0 \leq \varepsilon T \leq \delta_1$ we have
\begin{equation*}
\mu q_2^2 - 2\varepsilon |\xi|^2 + \{q_2, b\} \geq C(\xi)^4, \quad x \in \overline{V}, \quad \xi \in \mathbb{R}^n,
\end{equation*}
where $b := 2(\varphi', \xi)$.

We can now prove the following Carleman estimate, that is local in space and global in time, for the parabolic operator $P$.

Theorem 7.3 (local Carleman estimate away from the boundary). Let $K$ be a compact set of $\Omega$ and $V$ an open subset of $\Omega$ that is a neighborhood of $K$. Let $\varphi$ be a weight function that satisfies Assumption 7.1 in $\overline{V}$. Then there exist $C > 0$ and $\delta_2 > 0$ such that
\begin{equation*}
\|h^{\frac{1}{2}}e^{\varepsilon/h}u\|_{L^2(K)}^2 + \|h^{\frac{1}{2}}e^{\varepsilon/h}\nabla_x u\|_{L^2(K)}^2 \leq C\|h^2e^{\varepsilon/h}Pu\|_{L^2(K)},
\end{equation*}
for $u \in C_c([0, T] \times \Omega)$, with $u(t) \in C_c^\infty(K)$ for all $t \in [0, T]$, and $0 < (T + T^2)\varepsilon \leq \delta_2$.

Proof. We introduce $v = e^{\varphi'/h}u$. We observe that $v$, along with all its time derivatives, vanishes at time $t = 0$ and $t = T$, since $\varphi \leq -C < 0$ in $K$. We have $Pv = h^2e^{\varphi'/h}Pu = g$ and we write, similarly to (3.2),
\begin{equation*}
\|g\|_{L^2(K)}^2 = \|Q_1v\|_{L^2(K)}^2 + \|Q_2v\|_{L^2(K)}^2 + \|\partial_t Q_2v, [Q_2, v]\|_{L^2(K)}^2,
\end{equation*}
which yields, with $B = Q_1 - \frac{h^2}{4}\partial_t - \frac{2h}{r}\varphi'(t) = \frac{h}{4}\Delta \varphi + \frac{2h}{r}(\varphi', \nabla_x)$,
\begin{equation*}
\|g\|_{L^2(K)}^2 = \|Q_1v\|_{L^2(K)}^2 + \|Q_2v\|_{L^2(K)}^2 + \|(-h^2\partial_t Q_2 + i[Q_2, B])v, v\|_{L^2(K)}^2
\end{equation*}
\begin{equation*}
\geq \left( (\mu Q_2^2 - h^2(\partial_t Q_2 + i[Q_2, B]))v, v \right)_{L^2(K)} = \left( \mu Q_2^2 - h(\partial_t Q_2 + i[Q_2, B], v, v \right)_{L^2(K)}
\end{equation*}
for $\mu > 0$ and $0 < h < 1/\mu$. We note that $h(\partial_t Q_2) = -\varepsilon h^2\theta'' - \varepsilon^2 h(\theta')^2 + \varepsilon h \theta'' \varphi - 2\varepsilon h^2 \Delta$. The principal symbol of $\mu Q_2^2 - h(\partial_t Q_2 + i[Q_2, B])$ is $\mu q_2^2 - 2\varepsilon|\xi|^2 + \{q_2, b\}$. We choose $\mu_1 > 0$ and $\delta_1 > 0$ according to Lemma 7.2 and we take $0 < \varepsilon T < \delta_1$. The Garding inequality is uniform with respect to the semi-classical parameter $h$, once taken sufficiently small (i.e., by taking $0 < \varepsilon \theta < \varepsilon T^2/4 \leq \delta'_1$ for $\delta'_1$ sufficiently small, for instance), and we obtain
\begin{equation*}
\left( (\mu Q_2^2 - h(\partial_t Q_2 + i[Q_2, B]) \right)_{L^2(\Omega)} \geq C\|v(t)\|_{L^2(\Omega)}^2, \quad \forall t \in [0, T],
\end{equation*}
for $\mu \geq \mu_1$ and $0 < (T + T^2)\varepsilon \leq \delta_2 = \min(\delta_1, 4\delta'_1)$, and it follows that $\|g\|_{L^2(K)}^2 \geq C\int_0^T h\|v\|_{L^2(\Omega)}^2 \, dt$. We then obtain the sought local Carleman estimate by arguing as in the end of the proof of Theorem 3.5.
Remark 7.4. In the proof of the previous theorem, we note the importance of only relying on the non-negative term \( \| Q_2 v \|_{L^2(Q)}^2 \), since the other square term \( \| Q_1 v \|_{L^2(Q)}^2 \) involves a time derivative of \( v \), and cannot be used in the Gårding inequality (7.2) at fixed \( t \). If we chose to use a Gårding inequality with respect to all variables \( (t, x) \), we could then use both square terms \( \| Q_2 v \|_{L^2(Q)}^2 \) and \( \| Q_1 v \|_{L^2(Q)}^2 \). This is the scheme of the proof that we shall follow to prove an estimate at the boundary below.

The following proposition shows the necessity of Assumption 7.1. See Appendix A.9 for a proof.

Proposition 7.5. Let \( V \) be an open subset of \( \Omega \), \( \varphi(x) \) be defined on \( V \), and \( \delta > 0 \) and \( C > 0 \) be such that for a certain \( \alpha \leq \frac{1}{2} \) we have

\[
\| h^{\alpha} e^{\varepsilon/h} u \|_{L^2(Q)} \leq C \| h^{2/3} e^{\varepsilon/h} Pu \|_{L^2(Q)},
\]

(7.3)

for all \( u \in \mathcal{C}^\infty([0, T] \times \Omega) \), with \( u(t) \in \mathcal{C}^\infty(V) \) for all \( t \in [0, T] \), and \( 0 < (T + T^2)\varepsilon \leq \delta \). Then \( \alpha = \frac{1}{2} \) and the weight function \( \varphi \) satisfies

\[
|\varphi'(x)| \neq 0, \quad x \in V,
\]

\[
q_2|_{\varepsilon=0} = 0 \Rightarrow \{ q_2|_{\varepsilon=0}, q_1|_{\varepsilon=0} \} > 0, \quad x \in V, \xi \in \mathbb{R}^n.
\]

7.2. Estimate at the boundary

If we place ourselves in the neighborhood of the boundary we have the following result.

Theorem 7.6 (Carleman estimate at the boundary). Let \( x_0 \in \partial \Omega \) and \( K \) be a compact set of \( \overline{\Omega} \), \( x_0 \in K \), and \( V \) an open subset of \( \overline{\Omega} \) that is a neighborhood of \( K \) in \( \overline{\Omega} \), with \( K \) and \( V \) chosen sufficiently small. Let \( \varphi \) be a weight function that satisfies Assumption 7.1 in \( V \), and \( \partial_n \varphi \vert_{\partial V} < 0 \), where \( n \) is the outward pointing unit normal to \( \Omega \). Then there exist \( C > 0 \) and \( \delta_3 > 0 \) such that

\[
\| h^{\frac{2}{3}} e^{\varepsilon/h} u \|_{L^2(Q)}^2 + \| h^{\frac{5}{3}} e^{\varepsilon/h} \nabla_x u \|_{L^2(Q)}^2 \leq C \| h^{2/3} e^{\varepsilon/h} Pu \|_{L^2(Q)}^2,
\]

for \( 0 < (T + T^2)\varepsilon \leq \delta_3 \), \( h = \varepsilon t(T - t) \) and \( u \in \mathcal{C}^\infty([0, T] \times \overline{\Omega}) \), with \( \text{supp}(u(t)) \subset K \) for all \( t \in [0, T] \), and \( u|_{(0, T) \times \partial V} = 0 \).

The proof of this estimate is more technical than that of Theorem 7.3. We have placed it in Appendix A.10. The idea of the proof is to use the Gårding inequality in the tangential directions, including the time direction. The original proof for this estimate is available in [22]. However, following the approach of [22] does not put forward the sufficiency of Assumption 7.1.

7.3. Global estimate

We now focus our attention on global Carleman estimates. We proceed by patching together the local estimates we have presented here, in the interior and at the boundary. The global aspect of the estimate will impose an “observation” term over \((0, T) \times \omega\), with \( \omega \Subset \Omega \) in the r.h.s. of the estimate.

To patch these local estimates together we choose a global weight function that can be used to derive each of these local estimates by satisfying the following requirements.

Assumption 7.7. Let \( \omega_0 \Subset \omega \Subset \Omega \). The weight function \( \varphi \) satisfies

\[
\varphi|_{\partial \Omega} = \text{Cst}, \quad \partial_n \varphi|_{\partial \Omega} < 0, \quad \sup_{x \in \overline{\Omega}} \varphi(x) < 0, \quad |\varphi'(x)| \neq 0, \quad x \in \Omega \setminus \omega_0,
\]

\[
q_2|_{\varepsilon=0} = 0 \Rightarrow \{ q_2|_{\varepsilon=0}, q_1|_{\varepsilon=0} \} > 0, \quad x \in \Omega \setminus \omega_0.
\]
Such conditions can be fulfilled by taking \( \varphi \) of the form

\[
\varphi(x) = e^{\lambda \psi(x)} - e^{\lambda K}, \quad \text{with} \quad K > \|\psi\|_\infty, \quad |\psi'(x)| \neq 0, \quad x \in \Omega \setminus \omega_0, \quad \text{and} \quad \psi|_{\partial \Omega} = 0, \quad \partial_h \psi|_{\partial \Omega} < 0, \quad \psi(x) > 0, \quad x \in \Omega,
\]

and by taking the positive parameter \( \lambda \) sufficiently large. For the construction of such a function \( \psi \) we refer to [22], Lemma 1.1. The construction makes use of Morse functions and the associated approximation theorem [3].

**Theorem 7.8 (global Carleman estimate).** Let \( \varphi \) be a function that satisfies Assumption 7.7. Then there exist \( \delta_4 > 0 \) and \( C \geq 0 \) such that

\[
\|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 + \|h^{3/2}e^{\varphi/h} \nabla_x u\|_{L^2(Q)}^2 \leq C \left( \|h^{2}e^{\varphi/h} Pu\|_{L^2(Q)}^2 + \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2((0,T) \times \omega)}^2 \right),
\]

for \( 0 < (T + T^2)\varepsilon \leq \delta_4, \quad h = \varepsilon(T - t) \) and \( u \in \mathcal{C}^\infty([0,T] \times \overline{\Omega}) \) such that \( u|_{(0,T) \times \partial \Omega} = 0. \)

**Proof.** Let \( \omega_1 \) be such that \( \omega_0 \subset \omega_1 \subset \omega \). For all \( x \in \overline{\Omega} \setminus \omega_1 \), there exist an open subset \( V_x \) of \( \overline{\Omega} \), with \( x \in V_x \subset \overline{\Omega} \setminus \omega_0 \) for which the local Carleman estimate, in the interior or at the boundary, holds with the weight function \( \varphi \), for smooth functions with support in the compact \( K_x = \overline{V_x}. \)

From the covering of \( \Omega \setminus \omega_1 \) by the open sets \( V_x, \ x \in \overline{\Omega} \setminus \omega_1 \) we can extract a finite covering \( \{V_x\}_{x \in \mathcal{I}} \), such that for all \( i \in \mathcal{I} \) the Carleman estimate in \( V_i \) holds for \( h < h_i, \ C = C_i > 0 \) and \( \text{supp}(u) \subset K_i = \overline{V_i}. \)

Let \( (\chi_i)_{i \in \mathcal{I}} \) be a partition of unity subordinated to the covering \( V_i, \ i \in \mathcal{I}, \ [28,58], \ i.e., \)

\[
\chi_i \in \mathcal{C}^\infty(\overline{\Omega}), \quad \text{supp}(\chi_i) \subset K_i = \overline{V_i}, \quad 0 \leq \chi_i \leq 1, \quad i \in \mathcal{I}, \quad \text{and} \quad \sum_{i \in \mathcal{I}} \chi_i = 1 \text{ in } \Omega \setminus \omega_1.
\]

Note that we have \( \text{supp}(\chi_i) \cap \omega_0 = \emptyset. \) For all \( i \in \mathcal{I} \), we set \( u_i = \chi_i u. \) Then for each \( u_i \) we have a local Carleman estimate. We now observe that we have

\[
Pu_i = P(\chi_i u) = \chi_i P u + [P, \chi_i] u = \chi_i P u - [\Delta, \chi_i] u,
\]

where the commutator is a first-order differential operator in \( x. \) For all \( i \in \mathcal{I} \), we thus obtain

\[
\|h^{2}e^{\varphi/h} Pu_i\|_{L^2(Q)}^2 \leq C \|h^{2}e^{\varphi/h} P u\|_{L^2(Q)}^2 + C \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 + C \|h^{2}e^{\varphi/h} \nabla_x u\|_{L^2(Q)}^2
\]

\[
\leq C \|h^{2}e^{\varphi/h} P u\|_{L^2(Q)}^2 + C(\varepsilon T)^3 \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 + C\varepsilon T^2 \|h^{3/2}e^{\varphi/h} \nabla_x u\|_{L^2(Q)}^2. \quad (7.4)
\]

We note that we have

\[
\|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 + \|h^{\frac{3}{2}}e^{\varphi/h} \nabla_x u\|_{L^2(Q)}^2 \leq C \sum_{i \in \mathcal{I}} \left( \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 + \|h^{\frac{3}{2}}e^{\varphi/h} \nabla_x u_i\|_{L^2(Q)}^2 \right)
\]

\[
+ C \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2((0,T) \times \omega_i)}^2 + C \|h^{\frac{3}{2}}e^{\varphi/h} \nabla_x u_i\|_{L^2((0,T) \times \omega_i)}^2.
\]

From (7.4) we then obtain

\[
\|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 + \|h^{\frac{3}{2}}e^{\varphi/h} \nabla_x u\|_{L^2(Q)}^2 \leq C \left( \|h^{2}e^{\varphi/h} P u\|_{L^2(Q)}^2 + (\varepsilon T)^3 \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2(Q)}^2 \right.
\]

\[
+ \varepsilon T^2 \|h^{3/2}e^{\varphi/h} \nabla_x u\|_{L^2(Q)}^2 + \|h^{\frac{3}{2}}e^{\varphi/h} u\|_{L^2((0,T) \times \omega_i)}^2 \right) + \|h^{\frac{3}{2}}e^{\varphi/h} \nabla_x u\|_{L^2((0,T) \times \omega_i)}^2.
\]
For \( \varepsilon T^2 \) sufficiently small we have
\[
\| h^{3/2} e^{\varepsilon/h} u \|_{L^2(Q)}^2 + \| h^{3/2} e^{\varepsilon/h} \nabla_x u \|_{L^2(Q)}^2 \leq C \left( \| h^2 e^{\varepsilon/h} Pu \|_{L^2(Q)}^2 + \| h^{3/2} e^{\varepsilon/h} u \|_{L^2((0,T) \times \omega_1)}^2 \right).
\]

We now aim to remove the last term in the r.h.s. of the previous estimation. Let \( \chi \in C_c^\infty(\omega) \) be such that \( \chi = 1 \) in a neighborhood of \( \overline{\omega_1} \). If \( Pu = f \), after multiplication by \( e^{\varepsilon/h} h^3 \chi \), and integration over \( Q \), we obtain
\[
\frac{1}{2} \int_Q e^{\varepsilon/h} h^3 \chi \partial_t |u|^2 \, dx - \Re \int_Q e^{\varepsilon/h} h^3 \chi \nabla u \Delta u \, dx = \Re \int_Q e^{\varepsilon/h} h^3 \chi f \, dx.
\]

For the first term \( I_1 \) an integration by parts in \( t \) yields
\[
|I_1| = \frac{1}{2} \int_Q e^{\varepsilon/h} h^3 \chi \partial_t |u|^2 \, dx \leq C \| h^{3/2} e^{\varepsilon/h} u \|_{L^2((0,T) \times \omega)}^2,
\]

since \( \varepsilon |\theta'| \leq C \varepsilon T \) is bounded. The third term can be estimated as
\[
|I_3| = \left| \Re \int_Q e^{\varepsilon/h} h^3 \chi f \, dx \right| \leq C \| h^2 e^{\varepsilon/h} f \|_{L^2(Q)}^2 + C \| h^{3/2} e^{\varepsilon/h} u \|_{L^2((0,T) \times \omega)}^2.
\]

For the second term, with integration by parts in \( x \), we have
\[
I_2 = \int_Q e^{\varepsilon/h} h^3 \chi |\nabla_x u|^2 \, dx + \Re \int_Q h^3 \nabla_x (e^{\varepsilon/h} \chi \nabla_x u) \, dx \geq \| h^{3/2} e^{\varepsilon/h} \nabla_x u \|_{L^2((0,T) \times \omega_1)}^2 - \frac{1}{2} \int_Q h^3 \Delta (e^{\varepsilon/h} \chi) |u|^2 \, dx,
\]

and \( \left| \int_Q h^3 \Delta (e^{\varepsilon/h} \chi) |u|^2 \, dx \right| \leq C \| h^{3/2} e^{\varepsilon/h} u \|_{L^2((0,T) \times \omega)}^2 \). The previous estimates and (7.5) then yield
\[
\| h^{3/2} e^{\varepsilon/h} \nabla_x u \|_{L^2((0,T) \times \omega_1)}^2 \leq C \| h^2 e^{\varepsilon/h} Pu \|_{L^2(Q)}^2 + C \| h^{3/2} e^{\varepsilon/h} u \|_{L^2((0,T) \times \omega)}^2.
\]

The proof is complete. \( \square \)

### 7.4. Observability inequality and controllability

It is now simple to deduce an observability inequality for the adjoint system
\[
\begin{align*}
-\partial_t q - \Delta q &= 0 \quad \text{in } Q, \\
q &= 0 \quad \text{on } \Sigma, \\
q(T) &= q_T \quad \text{in } \Omega.
\end{align*}
\]
We note that the estimate of Theorem 7.8 also applies to the adjoint operator \(-\partial_t - \Delta\). With the parabolic decay of energy we have \(\frac{2}{T} \|q(0)\|_{L^2(\Omega)}^2 \leq \|q\|_{L^2((0,T)\times\Omega)}^2 \). We also have \(Ce^{-C'/T}\|q\|_{L^2((0,T)\times\Omega)}^2 \leq \|q\|_{L^2((T/4,3T/4)\times\Omega)}^2\) for \(T/4, 3T/4\) to \(T\) (we note that \(\varphi\) was chosen negative here, which explains the restriction to the interval \([T/4, 3T/4]\) away from 0 and \(T\) for this estimation). Then for \((T+T')\epsilon = \delta_4\), the Carleman estimate yields
\[
\|q(0)\|_{L^2(\Omega)}^2 \leq \frac{C}{T} e^{C/(T^2)} \|q\|_{L^2((0,T)\times\omega)}^2 \leq C + C'/T \|q\|_{L^2((0,T)\times\omega)}^2.
\]

From this observability inequality we can also deduce the null controllability of the heat equation and obtain Theorem 6.2 again. We note however that we have a more explicit expression for the observability constant including its dependency in the control time \(T\). We naturally see the blow up of this constant as \(T\) goes to zero.

**Remark 7.9.** As mentioned in the introduction, parabolic Carleman estimates allow to treat the controllability of more general parabolic equations. By linearization and with a fix point argument, one may consider the controllability of semi-linear parabolic equations for certain forms of non linearities \([4,14,18]\). A fine knowledge of the observability constant, obtained by parabolic Carleman estimates, is precisely what allows to treat these non linear cases. In particular, the powers of the semi-classical parameter \(h\) in the global Carleman estimate of Theorem 7.8 play a central role in these results. Proposition 7.5 shows the optimality of these powers.

**Appendix A. SOME ADDITIONAL RESULTS AND PROOFS OF INTERMEDIATE RESULTS**

### A.1. Proof of the Gårding inequality

The symbol \(a(x, \xi, h)\) is of the form \(a(x, \xi, h) = a_m(x, \xi, h) + ha_{m-1}(x, \xi, h)\), with \(a_{m-1} \in S^{m-1}\). For \(h\) sufficiently small, say \(h < h_1\), the full symbol \(a(x, \xi, h)\) satisfies

\[
\text{Re} a(x, \xi, h) \geq C''\langle \xi \rangle^m, \quad x \in K, \; \xi \in \mathbb{R}^n, \; h \in (0, h_1),
\]

with \(C' < C'' < C\). Let \(U\) be a neighborhood of \(K\) such that the previous inequality holds for \((x, \xi) \in U \times \mathbb{R}^n\) with the constant \(C''\) replaced by \(C'''\) that satisfies \(C' < C''' < C'' < C\). Let \(\chi(x) \in C_c^\infty(U)\) be such that \(0 \leq \chi \leq 1\) and \(\chi = 1\) in a neighborhood of \(K\). We then set \(\tilde{a}(x, \xi, h) = \chi(x)a(x, \xi, h) + C'^m(1 - \chi)(x)|\xi|^m\) that satisfies

\[
\tilde{a} \in S^m \quad \text{and} \quad \text{Re} \tilde{a}(x, \xi, h) \geq C''\langle \xi \rangle^m, \quad x \in \mathbb{R}^n, \; \xi \in \mathbb{R}^n, \; h \in (0, h_1). \tag{A.1}
\]

We moreover note that \((\text{Op}(\tilde{a})u, u) = (\text{Op}(a)u, u)\) if \(\text{supp}(a) \subset K\). Without any loss of generality we may thus consider that the symbol \(a\) satisfies (A.1) in the remaining of the proof.

We then choose \(L > 0\) such that \(C' < L < C''\) and we set

\[
b(x, \xi, h) := (\text{Re} a(x, \xi, h) - L\langle \xi \rangle^m)^+,
\]

and \(B = \text{Op}(b)\).

The \(\psi\text{DO symbolic calculus gives}B^* \circ B = \text{Re} \text{Op}(a) - LA^m + hR\), with \(R \in \Psi^{m-1}\), where \(\text{Re} \text{Op}(a)\) actually means \((\text{Op}(a) + \text{Op}(a)^*)/2\). We then have

\[
\text{Re}(\text{Op}(a)u, u) = (\text{Re} \text{Op}(a)u, u) \geq L(A^m u, u) - h(Ru, u) \geq L\|A^m/2u\|_0^2 - hL''\|u\|_{(m-1)/2}^2 \geq (L - hL'')\|u\|_{m/2}^2.
\]

We conclude the proof by taking \(h\) sufficiently small. \qed
A.2. Example of functions fulfilling the sub-ellipticity condition: proof of Lemma 3.3

We shall actually prove the following stronger lemma here.

Lemma A.1. Let $V$ be a bounded open set in $\mathbb{R}^n$ and $\psi \in \mathcal{C}^\infty(\mathbb{R}^n, \mathbb{R})$ be such that $|\psi'| > 0$ in $\overline{V}$. Then for $\lambda > 0$ sufficiently large, $\varphi = e^{\lambda \psi}$ satisfies $|\varphi'| \geq C > 0$ in $\overline{V}$ and

$$\forall (x, \xi) \in \overline{V} \times \mathbb{R}^n, \quad q_2(x, \xi) = 0 \Rightarrow \{ q_2, q_1 \}(x, \xi) \geq C > 0. \quad (A.2)$$

Proof. The computation of the Poisson bracket $\{ q_2, q_1 \} = \sum_j \partial_{\xi_j} q_2 \partial_{x_j} q_1 - \partial_{x_j} q_2 \partial_{\xi_j} q_1$ gives

$$\{ q_2, q_1 \} = 4 \sum_{1 \leq j, k \leq n} \varphi_{j,k} \partial_{\xi_j} \partial_{\xi_k} q_1 = 4(\varphi''(\xi, \xi) + \varphi''(\psi', \psi')).$$

Here we have $\varphi = e^{\lambda \psi}$, and thus $\varphi' = \lambda \varphi \psi'$ and $\varphi''_{j,k} = \lambda \varphi \psi''_{j,k} + \lambda^2 \varphi' \psi' \psi''_{j,k}$, $j, k = 1, \ldots, n$, which yields

$$\{ q_2, q_1 \} = 4 \lambda^3 \varphi^3 \{ \lambda |\psi'|^4 + \psi''(\psi', \psi') + \psi'''(\lambda \varphi)^{-1} \xi, (\lambda \varphi)^{-1} \xi \} + \lambda^{-1} \varphi^{-2} \langle \psi', \xi \rangle^2.$$

When $q_2 = 0$ we have $|\xi| = \lambda \varphi |\psi'|$. We then note that

$$|\psi''(\lambda \varphi)^{-1} \xi, (\lambda \varphi)^{-1} \xi| \leq C |\psi'|^2, \quad |\psi'''(\psi', \psi')| \leq C |\psi'|^2.$$

We deduce

$$\{ q_2, q_1 \} \geq 4 \lambda^3 \varphi^3 \{ \lambda |\psi'|^4 - C |\psi'|^2 \}.$$

We then see that for $\lambda$ sufficiently large we have $\{ q_2, q_1 \} \geq C \lambda > 0$, since $|\psi'| \geq C > 0$. \hfill $\Box$

Remark A.2. In Lemma 3.3 we chose to use an exponential function. The reader will note that a similar result can be obtained by taking $\varphi = G(\psi)$, with $\lambda$ sufficiently large, for a function $G : \mathbb{R} \rightarrow \mathbb{R}$ that satisfies $G' > 0$, $G'' > 0$ and $G'/G' \geq C > 0$. This procedure is often referred to as the “convexification” of the weight function.

A.3. Proof of Lemma 3.4

For $|\xi|$ large, the property holds since $q_2 = |\xi|^2 - |\varphi'|^2$ and since the symbol $\{ q_2, q_1 \}$ is only of order 2.

It remains to prove the result for $|\xi| \leq R$, with $R > 0$, i.e., for $(x, \xi)$ in a compact set (here $x \in \overline{V}$). In a more general framework, consider two continuous functions, $f$ and $g$, defined in a compact set $K$, and assume that $f \geq 0$ and $f(y) = 0 \Rightarrow g(y) \geq L > 0$. We set $h_\mu = \mu f + g$.

For all $y \in K$, either $f(y) = 0$ and thus $h_\mu(y) > L$, or $f(y) > 0$ and thus there exists $\mu_y > 0$ such that $h_{\mu_y}(y) > 0$. This inequality holds locally in an open neighborhood $V_y$ of $y$. From the covering of $K$ by the open sets $V_y$, we select a finite covering $V_{y_1}, \ldots, V_{y_n}$ and set $\mu = \max_{1 \leq j \leq n} \mu_y$. We then obtain $h_\mu \geq C > 0$. We simply apply this result to $\rho/|\xi|^4$. \hfill $\Box$

A.4. Proof of Lemma 3.10

We saw in Section A.2 that

$$\{ q_2, q_1 \} = 4 \lambda^3 \varphi^3 \{ \lambda |\psi'|^4 + \psi''(\psi', \psi') + \psi'''(\lambda \varphi)^{-1} \xi, (\lambda \varphi)^{-1} \xi \} + \lambda^{-1} \varphi^{-2} \langle \psi', \xi \rangle^2.$$
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We observe that \( q_2 \Delta \phi = (|\xi|^2 - \lambda^2 |\psi'|^2 \phi^2) (\lambda^2 |\psi'|^2 \phi + \lambda (\Delta \psi) \phi) \), which yields

\[
\rho = \lambda^3 \phi^3 \left( 4 \psi''((\lambda \phi)^{-1} \xi, (\lambda \phi)^{-1} \xi) + 2 \mu (\lambda |\psi'|^2 + \Delta \psi) \right) \frac{|\xi|}{\lambda \phi}^2 + \lambda^{-1} \phi^{-2} (\psi', \xi)^2 \\
+ (4 - 2 \mu) \lambda |\psi'|^4 + 4 \psi''(\psi', \psi') - 2 \mu |\psi'|^2 \Delta \psi,
\]

which, as \( 0 < \mu < 2 \), we can make larger than \( C_\lambda (\xi)^2 \), with \( C_\lambda > 0 \) by taking \( \lambda \) sufficiently large. \( \square \)

### A.5. Estimations in the elliptic region and close to the characteristic set: proof of Proposition 3.8

Let \( w_1 = \text{Op}(\chi_1)v \). We observe that \( \text{supp}(w_1) \subset V \) from the assumption made on the support of the symbol \( \chi_1 \). Then \( P_\phi w_1 = g_1 = \text{Op}(\chi_1)g + [P_\phi, \text{Op}(\chi_1)]v \), where \( g = P_\phi v \). The commutator is in \( h \Psi^1 \) and thus

\[
\|g_1\|_0 \leq C \left( \|g\|_0 + h \|v\|_1 \right). \tag{A.3}
\]

Let \( \chi \in S^0 \) be such that \( \chi = 1 \) in a neighborhood of \( \text{supp}(\chi_1) \) and \( \chi = 0 \) in a neighborhood of \( \mathcal{Z} \). Because of the ellipticity of \( P_\phi \) in \( \text{supp}(\chi) \), there exists a \( \psi \)DO parametrix (see [27,42]) \( E_M = \text{Op}(e), e \in S^{-2} \), with \( e = \sum_{j=0}^M h^j e_j \), for \( M \in \mathbb{N} \) large, where \( e_j \in S^{2-j}, e_0 = \chi/p_\phi \), and

\[
E_M \circ P_\phi = \text{Op}(\chi) + h^{M+1} R_M, \quad R_M \in \Psi^{-1-M}.
\]

We then obtain \( w_1 = E_M g_1 + \tilde{g}_1 \), with \( \tilde{g}_1 = (\text{Id} - \text{Op}(\chi)) w_1 - h^{M+1} R_M w_1 \). As \( \text{supp}(1 - \chi) \cap \text{supp}(\chi_1) = \emptyset \), and \( w_1 = \text{Op}(\chi_1)v \), the \( \psi \)DO calculus of Theorem 2.8 yields

\[
\|\tilde{g}_1\|_2 \leq Ch \|v\|_1. \tag{A.4}
\]

With (A.3) and (A.4) we obtain the first result of the proposition,

\[
\|w_1\|_2 \leq C \left( \|g_1\|_0 + h \|v\|_1 \right) \leq C' \left( \|g\|_0 + h \|v\|_1 \right).
\]

For the second part we introduce \( w_2 = \text{Op}(\chi_2)v \). We then have \( P_\phi w_2 = g_2 = \text{Op}(\chi_2)g + [P_\phi, \text{Op}(\chi_2)]v \) and \( \|g_2\|_0 \leq C(\|g\|_0 + h \|v\|_1) \). The proof of the Carleman estimate then yields (see (3.3)) \( h \|w_2\|_2^2 \leq C \left( \|g\|_0^2 + h^2 \|v\|_1^2 \right) \).

Let \( \tilde{\chi}_2 \in S^0 \) with compact support be such that \( \tilde{\chi}_2 = 1 \) in a neighborhood of \( \text{supp}(\chi_2) \). The \( \psi \)DO calculus of Theorem 2.8 yields

\[
w_2 = \text{Op}(1 - \tilde{\chi}_2) w_2 + \text{Op}(\tilde{\chi}_2) w_2 = \underbrace{\text{Op}(1 - \tilde{\chi}_2) \text{Op}(\chi_2)}_{\in h \Psi^{-H}} v + \text{Op}(\tilde{\chi}_2) w_2, \quad N \in \mathbb{N},
\]

and we thus obtain, for all \( N \in \mathbb{N} \) and \( r, r' \in \mathbb{R} \),

\[
\|w_2\|_s = \|\Lambda^s w_2\|_0 \leq C_{N,r,s} h^N \|v\|_r + \|\Lambda^s \text{Op}(\tilde{\chi}_2) w_2\|_0 \leq C_{N,r,s} h^N \|v\|_r + C_{r',s} \|w_2\|_{r'}.
\]

It follows that \( \|w_2\|_s \leq C_s h \|v\|_1 + C'_s \|w_2\|_2 \), for all \( s \in \mathbb{R} \), which yields the result. \( \square \)
A.6. On the sub-ellipticity condition and the optimality of the powers of the semi-classical parameter: proof of Proposition 3.9

The proof that we give is adapted from that of Theorem 8.1.1 in [25]. We refer the reader to this proof for the treatment of more general operators. Here, the symbol of the Laplace operator does not depend on \( x \), which simplifies the proof.

Let \( x_0 \in V \) and let \( \xi_0 \in \mathbb{R}^n \) be such that \( p_\varphi(x_0, \xi_0) = 0 \) (such a \( \xi_0 \) always exists). There is no restriction to consider the case \( x_0 = 0 \) and \( \varphi(x_0) = 0 \). We set \( \zeta_0 = \xi_0 + i\varphi'(x_0) \). Then \( \sum_j \zeta_{0,j}^2 = 0 \). We set \( w(x) = \langle x, \zeta_0 \rangle \) and have

\[
\varphi(x) - \text{Im}(w(x)) = A(x) + o(|x|^2), \quad \text{with} \quad A(x) = \frac{1}{2} \sum_{j,k} \varphi''_{jk}(x_0)x_jx_k.
\]

Let \( \phi \in \mathcal{C}_c^\infty(\mathbb{R}^n) \) be such that \( \phi(0) \neq 0 \). We introduce \( u_h = e^{iw(x)/h}\phi(x/h) \) and we have

\[
h^2 P_h u_h = e^{iw/h} \left( \frac{-h(D\phi)(x/h)}{h} - ihDw(x)\phi(x/h) + \left( \sum_j (\partial x_j w(x))^2 \right) \phi(x/h) \right) - 2ih^2 (\nabla w(x), \phi'(x/h)) \right).
\]

We note that \( \sum_j (\partial x_j w(x))^2 \) and observe that then we have

\[
\|h^2 e^{iw/h} P_h u_h\|_0^2 = h^{n/2} \int e^{\frac{n}{2}(A(x) + o(|x|^2))} \left| - hD\phi(x) - ih(Dw)(x)\phi(x) - 2ih^2 (\nabla w(x), \phi'(x)) \right|^2 \, dx.
\]

after the change of variables \( x \rightarrow x/h \). In the limit \( h \rightarrow 0 \), by dominated convergence, we have

\[
\|h^2 e^{iw/h} P_h u_h\|_0^2 \sim 4h^{n/2+1} \int e^{2A(x)}|\zeta_0, \phi'(x)|^2 \, dx.
\]

Similarly we have \( h^{2\alpha} \|e^{iw/h} u_h\|_0^2 \sim h^{n/2+2\alpha} \int e^{2A(x)}|\phi(x)|^2 \, dx \). With Inequality (3.7) we conclude that we necessarily have \( \alpha = \frac{1}{2} \) and \( \langle \zeta_0, \phi'(x) \rangle \neq 0 \). In particular \( \varphi'(x_0) \neq 0 \) since otherwise we would have \( \zeta_0 = 0 \).

If we denote by \( K \) the constant \( C \) in (3.7), with \( \alpha = \frac{1}{2} \), the limit \( h \rightarrow 0 \) yields

\[
\int e^{2A(x)}|\phi(x)|^2 \, dx \leq K \int e^{2A(x)}|\zeta_0, \phi'(x)|^2 \, dx,
\]

for all \( \phi \in \mathcal{C}_c^\infty(\mathbb{R}^n) \). Lemma 8.1.3 in [25] then gives \( \sum_{i,j} \varphi''_{ij}(\zeta_0) \zeta_{0,i} \zeta_{0,j} \geq \frac{2K}{n} \). We set \( \zeta = \xi + i\varphi'(x) \). The computation carried out in Section A.2 gives \( \{q_2, q_1 \} = 4\varphi''(\zeta, \zeta) = 4 \sum_{i,j} \varphi''_{ij}(\zeta) \zeta_i \zeta_j \). For all \( x \in V \) we thus have

\[
\zeta \in \mathbb{R}^n \quad \text{and} \quad p_\varphi(x, \zeta) = 0 \Rightarrow \{q_2, q_1 \}(x, \zeta) \geq \frac{2}{K}.
\]

Let now \( (y, \eta) \in \partial V \times \mathbb{R}^n \) be such that \( p_\varphi(y, \eta) = 0 \). We first consider a sequence \( (x^{(k)}) \) such that converges to \( y \) and \( (\xi^{(k)}) \) such that \( p_\varphi(x^{(k)}, \xi^{(k)}) = 0 \) and \( \xi^{(k)} = \xi^{(k)} + i\varphi'(x^{(k)}) \). We have in particular \( |\xi^{(k)}| = |\varphi'(x^{(k)})| \) and the sequence \( (\xi^{(k)}) \) is hence bounded. It converges, up to a sub-sequence, to a certain \( \zeta \in \mathbb{R}^n \) and thus \( p_\varphi(y, \xi) = 0 \). In particular \( |\xi| = |\varphi'(y)| \). We saw above that \( \{q_2, q_1 \}(x^{(k)}, \xi^{(k)}) = 4 \sum_{i,j} \varphi''_{ij}(x^{(k)}) \zeta_i \zeta_j \geq \frac{2K}{K} \). This excludes \( \zeta = 0 \). As \( |\xi| = |\varphi'(y)| \) we obtain that \( \varphi'(y) \neq 0 \).

The characteristic set over \( \nabla \) is given by \( \mathcal{L} = \nabla \cap (\nabla \times \mathbb{R}^n) \) with \( \mathcal{L} = \{(x, \xi) \in \mathbb{R}^n \times \mathbb{R}^n; f_1(x, \xi) = |\xi|^2 - |\varphi'(x)|^2 = 0, \quad \text{and} \quad f_2(x, \xi) = \langle \xi, \varphi'(x) \rangle = 0 \}. \)
As \( \varphi'(y) \neq 0 \) and \( \eta \neq 0 \) is orthogonal to \( \varphi'(y) \), we then see that the partial differentials \( \partial_k f_1 \) and \( \partial_k f_2 \) form a rank 2 system at \( (y, \eta) \). Up to rearranging the variables, with the implicit function theorem, this implies that in a neighborhood \( U_1 \) of \( (y, \eta) \) and in a neighborhood \( U_2 \) of \( (y_1, \ldots, y_{n-2}) \) we have

\[
(x, \xi) \in \mathcal{Z} \cap U_1 \Leftrightarrow (x, \xi_1, \ldots, \xi_{n-2}) \in U_2 \text{ and } (\xi_{n-1}, \xi_n) = g(x, \xi_1, \ldots, \xi_{n-2}),
\]

with a smooth function \( g \). Consider then a sequence \( (x^{(k)}) \in \mathbb{N} \subset V \) that converges to \( y \). For \( k \) sufficiently large, \( k \geq N_0 \), we have \( (x^{(k)}, \eta_1, \ldots, \eta_{n-2}) \in U_2 \) and we set \( \xi^{(k)} = (\eta_1, \ldots, \eta_{n-2}, g(x^{(k)}, \eta_1, \ldots, \eta_{n-2})) \). Then \( (x^{(k)}, \xi^{(k)}) \) is in \( \mathcal{Z} \) and converge to \( (y, \eta) \). We have \( \{q_2, q_1\}(x^{(k)}, \xi^{(k)}) \geq 2/K \) for all \( k \geq N_0 \) by the first part of the proof. We thus obtain \( \{q_2, q_1\}(y, \eta) \geq 2/K \) by passing to the limit. \( \square \)

**Remark A.3.** In the previous proof we have chosen a test function \( u_h \) that is localized around \( x_0 \) in space, through the term \( \phi(x/h^2) \), and around \( \zeta_0 \) in frequencies, through the term \( e^{(x, \zeta)}/h \), for the semi-classical Fourier transformation. This microlocalization shows clearly that the non-zero power of the parameter \( h \) in the l.h.s. of the Carleman estimate originates from the behavior of the symbol at the characteristic set \( \mathcal{Z} \) as we already pointed out with Proposition 3.8. We note that the scaling \( x/h^2 \) in \( \phi(x/h^2) \) allows to control the variations of \( A(x)/h \) in the support of \( u_h \).

### A.7. Estimation of the heat kernel

Let \( p_t(x, y) \) be the heat kernel in \( \Omega \), a bounded open set in \( \mathbb{R}^n \), with homogeneous Dirichlet boundary conditions.

**Lemma A.4.** For all \( x, y \in \Omega \) we have \( p_t(x, y) \leq (4\pi t)^{-n/2}e^{-\frac{|x-y|^2}{4t}} \) if \( t > 0 \).

**Proof.** The heat kernel in \( \mathbb{R}^n \) is given by \( p_{0,t}(x, y) = (4\pi t)^{-n/2}e^{-\frac{|x-y|^2}{4t}} \) if \( t > 0 \). Consider \( y_0 \in C_\infty(\Omega) \) such that \( y_0 \geq 0 \). We also denote by \( y_0 \) its zero extension to \( \mathbb{R}^n \). We consider the following parabolic problems

\[
\begin{cases}
\partial_t y - \Delta y = 0 & \text{in } (0, T) \times \Omega, \\
y = 0 & \text{on } (0, T) \times \partial \Omega, \\
y|_{t=0} = y_0 & \text{in } \Omega,
\end{cases}
\quad
\begin{cases}
\partial_t z - \Delta z = 0 & \text{in } (0, T) \times \mathbb{R}^n, \\
z|_{t=0} = y_0 & \text{in } \mathbb{R}^n.
\end{cases}
\]

For \( t > 0 \), the solutions \( z \) and \( y \) are smooth functions given by \( y(t, x) = \langle p_t(x, \cdot), y_0(\cdot) \rangle \) and \( z(t, x) = \langle p_{0,t}(x, \cdot), y_0(\cdot) \rangle \). In particular \( z(t, x) \geq 0 \) if \( x \in \partial \Omega \). Thus \( z - y \geq 0 \) in \( (0, T) \times \partial \Omega \). The difference of the two solutions thus satisfies a parabolic problem of the following form

\[
\begin{cases}
\partial_t(z - y) - \Delta(z - y) = 0 & \text{in } (0, T) \times \Omega, \\
z - y \geq 0 & \text{on } (0, T) \times \partial \Omega, \\
(z - y)|_{t=0} = 0 & \text{in } \Omega.
\end{cases}
\]

The maximum principle gives \( z - y \geq 0 \) in \( (0, T) \times \Omega \) (see e.g. [10], Thm. X.6). If \( y_0 \in C_\infty(\Omega) \) with \( y_0 \geq 0 \), it follows that \( \langle p_{0,t}(x, \cdot), y_0(\cdot) \rangle \geq \langle p_t(x, \cdot), y_0(\cdot) \rangle \) for \( t > 0 \). This yields the result. \( \square \)

**Lemma A.5.** Let \( p_{0,t}(x, y) = (4\pi t)^{-n/2}e^{-\frac{|x-y|^2}{4t}} \) be the heat kernel in \( \mathbb{R}^n \) and let \( y \in \Omega \) and \( V_y \) be a neighborhood of \( y \) such that \( \nabla y \subset \Omega \). There exists \( C \) and \( C' > 0 \) such that

\[
|p_t(x, y) - p_{0,t}(x, y)| \leq Cte^{-C'/t}, \quad x \in \nabla y, \quad t > 0.
\]
Proof Let \( \chi \in C_c^\infty(\Omega) \) be such that \( \chi = 1 \) near \( V_y \). We introduce \( v(t,x) = p_t(x,y) - \chi(x)p_{0,t}(x,y) \) and observe that \( v|_{t=0} = 0 \), \( v|_{(0,\infty)\times\partial\Omega} = 0 \) and that \( v \) satisfies the parabolic equation \((\partial_t - \Delta)v = w \) with

\[
w(t,x) = p_{0,t}(x,y) \left( \Delta \chi(x) - \frac{1}{t} (\nabla \chi(x), x - y) \right).
\]

We observe that \( |x - y| \geq d > 0 \) in \( \text{supp}(\chi') \) and thus have \( \tilde{w}(t,x) = e^{\frac{d^2}{4t}}w(t,x) \in C^\infty([0,\infty[\times\Omega) \) with furthermore \( \|\tilde{w}\|_{L^\infty([0,\infty[\times\Omega)} < \infty \). The Duhamel formula gives \( v(t,x) = \int_0^t S(t-s)\tilde{w}(s)ds \), where \( S(t) \) is the heat semi-group and we find \( v(t) = \int_0^t e^{-\frac{d^2}{4s}}S(t-s)\tilde{w}(s)ds \), which yields

\[
\|v(t)\|_{L^\infty(\Omega)} \leq e^{-\frac{d^2}{4t}} \int_0^t \|S(t-s)\tilde{w}(s)\|_{L^\infty(\Omega)} ds \leq te^{-\frac{d^2}{4t}} \|\tilde{w}(s)\|_{L^\infty([0,\infty[\times\Omega)}, \quad t > 0,
\]

by the maximum principle [10, Theorem X.3. The result follows in \( V_y \) where \( \chi = 1 \). \( \square \)

The reader will note that we can obtain the following short-time asymptotic expansion of the heat kernel on a Riemannian manifold, with or without boundary, on the diagonal, for all \( N \in \mathbb{N} \) (see for instance estimate (13.59) along with (13.39) and (13.40) in [56], Chap. 7.13)

\[
P_t(y,y) = t^{-n/2} \left( C_0(y) + t C_1(y) + \cdots + C_N(y) t^N + O(t^{N+1}) \right), \quad t \to 0.
\]

In the case we consider here, the metric is flat, and such an expansion is greatly simplified as shown in the previous lemma.

A.8. Proof of Lemma 7.2

The proof of Lemma 7.2 is close to that of Lemma 3.4. It suffices to prove the result for \( (x,\xi) \) in a compact \( K \subset \mathbb{R}^n \times \mathbb{R}^n \). We first take \( \varepsilon = 0 \). We have \( q_{2|\varepsilon=0} = |\xi|^2 - |\varphi'|^2 \). For \( \mu \) sufficiently large we have

\[
\mu q_{2|\varepsilon=0} + \{q_{2|\varepsilon=0}, b \} \geq C|\xi|^4, \quad (x,\xi) \in K,
\]

as seen in the proof of Lemma A.1 (p. 735). Finally, since \( (x,\xi) \) is in a compact set, this inequality still holds, with a different constant \( C \), for \( \varepsilon|\theta'| > 0 \) small. Since \( |\theta'(t)| \leq T \), this concludes the proof. \( \square \)

A.9. Proof of Proposition 7.5

The proof is close to that of Proposition 3.9. Let \( x_0 \in V \) and \( \xi_0 \in \mathbb{R}^n \) be such that \( q_{2|\varepsilon=0} = 0 \) (such a \( \xi_0 \) always exists). We set \( \zeta_0 = \xi_0 + i\varphi'(x_0) \). There is no restriction to consider the case \( x_0 = 0 \). We then choose \( \tau_0 \in \mathbb{R} \) such that

\[
\tau_0 + 2\langle \varphi'(x_0) , \xi_0 \rangle = 0.
\]

We then have

\[
i\tau_0 + \sum_j \zeta_{0,j}^2 = 0. \quad (A.7)
\]

Next, we define

\[
w(t,x) = i\varphi(0) + \langle x, \zeta_0 \rangle + \tau_0(t - t_0)/h, \quad \text{with} \quad t_0 = T/2,
\]

\(
V \)

\( R \)

\( A.9. \)

\( A.8. \)

\( A.7 \)
and we have

\[ \varphi(x) - \text{Im}(w(t, x)) = A(x) + o(|x|^2), \quad \text{with} \quad A(x) = \sum_{j,k} \varphi''_{jk}(x_0) x_j x_k. \]

Let \( \gamma \in (0, T/2) \) and let \( \phi \in C^\infty_c((\gamma, T - \gamma) \times \mathbb{R}^n) \) be such that \( \phi(t_0, 0) \neq 0 \). We then set

\[ u_x = e^{i w(t, x)/h} \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right). \]

We recall that \( \theta = t(T - t) \) and \( h = \varepsilon \theta \). We have

\[ \partial_t u_x = \varepsilon^{i w(t, x)/h} \left( i \partial_t \left( \frac{w(t, x)}{h} \right) \phi \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) + \varepsilon^{-1} \left( \partial_t \phi \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) \right), \]

with

\[ \partial_t \left( \frac{w(t, x)}{h} \right) = \tau_0 \partial_t \left( \frac{t - t_0}{h^2} \right) + \tilde{w}(x) \partial_t h^{-1} = \frac{\tau_0}{h^2} + 2 \tau_0 (t - t_0) \frac{\theta'}{h^2} - \tilde{w}(x) \frac{\theta'}{h^2}. \]

We also have (similarly to the elliptic case in see (A.5)),

\[ -h^2 \Delta_x u_x = e^{i w(t, x)/h} \left( \sum_j \left( \partial_{x_j} \tilde{w}(x) \right)^2 - i h \Delta_x \tilde{w}(x) \right) \phi \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) - 2 i \varepsilon \theta' (\Delta_x \phi) \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right). \]

With (A.7), and as \( \theta' = 2(t_0 - t) \) it follows that

\[ h^2 P u_x = e^{i w(t, x)/h} \left( \frac{21}{\theta} \left( \tau_0 (t - t_0)^2 + h(t - t_0) \tilde{w}(x) \right) \phi \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) + h \theta \partial_t \phi \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) \]

\[ - i h \Delta_x \tilde{w}(x) \phi \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) - 2 i \varepsilon \theta' (\Delta_x \phi) \left( \frac{t - t_0}{\varepsilon}, \frac{x}{\sqrt{\varepsilon}} \right) \right). \]

After the change of variables \((t, x) \rightarrow ((t - t_0)/\varepsilon, x/\varepsilon^{1/2})\), we obtain, for \( \varepsilon \to 0 \),

\[ \| h^2 e^{i w(t_0)/h} P u_x \|_0^2 \sim 4 \varepsilon^{n/2 + 2} \int_{\mathbb{R}^{n+1}} e^{2 A(x)/\theta(t_0)} |\phi(t_0)| (\zeta_0, \phi'_x(t, x))^2 \, dt \, dx. \]

As we have \(\| h^a e^{i w(t_0)/h} \|_0^2 \sim \varepsilon^{(n/2 + 1 + 2a)} \int_{\mathbb{R}^{n+1}} e^{2 A(x)/\theta(t_0)} |\phi(t, x)|^2 \, dt \, dx\), Inequality (7.3) yields \( \alpha = \frac{1}{2} \) and \( \zeta_0 \neq 0 \). It follows that \( \varphi'(x_0) \neq 0 \). We then have obtained

\[ \int_{\mathbb{R}^{n+1}} e^{2 A(x)/\theta(t_0)} |\phi(t, x)|^2 \, dt \, dx \leq C \int_{\mathbb{R}^{n+1}} e^{2 A(x)/\theta(t_0)} |\zeta_0, \phi'_x(t, x)|^2 \, dt \, dx, \]
for all \( \phi \in \mathcal{C}_c^\infty((\gamma, T - \gamma) \times \mathbb{R}^n) \). For \( \phi_2 \in \mathcal{C}_c^\infty(\mathbb{R}^n) \) we thus find\(^4\)

\[
\int_{\mathbb{R}^n} e^{2A(x)/\theta(t_0)}|\phi_2(x)|^2 \, dx \leq C \int_{\mathbb{R}^n} e^{2A(x)/\theta(t_0)}|\langle \zeta_0, \phi_2(x) \rangle|^2 \, dx,
\]

which allows one to conclude as in the proof of Proposition 3.9.

A.10. **Proof of Theorem 7.6**

This proof is based on a proof provided in [36]. Its counterpart in the elliptic case can be found in [39]. In a sufficiently small neighborhood \( V \) we place ourselves in normal geodesic coordinates. In such a coordinate system, the principal part of the Laplace operator \( A \) takes the form

\[
A_2 = -\partial_{x_n}^2 - r(x, \partial_{r'})^2, \quad x = (x', x_n),
\]

with \( r(x, \xi') \) a homogeneous second-order polynomial in \( \xi' \) that satisfies

\[
r(x, \xi') \in \mathbb{R}, \quad C_1 |\xi'|^2 \leq r(x, \xi') \leq C_2 |\xi'|^2, \quad x \in V, \xi' \in \mathbb{R}^{n-1},
\]

for some \( 0 < C_1 \leq C_2 < \infty \). The local coordinates are chosen such that \( x_0 \) is at the origin.

We set \( \eta(t) = T^{2/(t(T - t))} \). Then \( h = \varepsilon T = \varepsilon T^{2 - 1} \). We set \( \varepsilon = \varepsilon T^2 \) and \( h' = \varepsilon T \). We shall impose \( h \) and \( h' \) small in agreement with the statement of Theorem 7.6. To work on \( \mathbb{R} \) for the time variable, instead of the finite interval \( (0, T) \), we make the following change of variable:

\[
s(t) = \tan\left(\frac{\pi t}{T} - \frac{\pi}{2}\right).
\]  

(We keep the notations \( P, A, \eta, \) in an abusive way.) In particular we have

\[
C(s) \leq |\eta(s)| \leq C'(s), \quad s \in \mathbb{R}, \quad \text{and} \quad C(s)^{1-k} \leq |\eta^{(k)}(s)| \leq C'(s)^{1-k}, \quad k \in \mathbb{N}.
\]

We define tangential semi-classical \( \psi \)-DOs adapted to the parabolic problem we consider here. We denote by \( S^m_p \), the space of smooth functions \( a(z, \zeta', h), (z, \zeta'), z \in \mathbb{R}^{n+1}_+, \zeta' \in \mathbb{R}^n \), defined for \( h \in (0, h_0) \) for some \( h_0 > 0 \), that satisfy the following property:

\[
\forall \alpha, \beta, \quad |\partial_{z}^{\alpha} \partial_{\zeta'}^{\beta} a(z, \zeta', h)| \leq C_{\alpha, \beta} |(\zeta')^{m-|\beta|}, \quad z \in \mathbb{R}^{n+1}_+, \zeta' \in \mathbb{R}^n, \ h \in (0, h_0).
\]

Asymptotic series of such symbols as those defined in Section 2 can be considered. The notion of principal symbol is introduced similarly. The tangential \( \psi \)-DOs we shall consider are defined in the case \( z = (s, x', x_n) \in \mathbb{R}^{n+1} \)

\(^4\)In fact, we can choose \( \phi \) in the form \( \phi(t, x) = \eta^{1/2} \phi_1((t - t_0)/\eta)\phi_2(x) \) with \( \phi_1 \in \mathcal{C}_c^\infty(\mathbb{R}) \). \( \int |\phi_1|^2 = 1 \), and \( \eta > 0 \) sufficiently small. We then let \( \eta \) go to 0.
and \( \zeta' = (\tau, \xi') \), with \( s, \tau \in \mathbb{R}, x', \xi' \in \mathbb{R}^{n-1} \) and \( x_n \in \mathbb{R}^+ \). We define \( \langle s \rangle^l \Psi^m_T \) as the space of tangential \( \psi \)DOs \( A = \text{Op}(a) \), for \( a \in \langle s \rangle^l S^m_T \), formally defined by

\[
A u(s, x) = (2\pi)^{-n} h^{-n} (h')^{-1} \int \int \int e^{i(s-t)/(bh') + i(x'-y', \xi')/h} a(s, x, \tau, \xi', h) u(t, y', x_n) \, dt \, dy' \, d\tau \, d\xi'.
\]

If we let them act on a function \( u \) that does not depend on \( x_n \), they can be considered as regular \( \psi \)DOs if we only consider the restriction of \( A u \) on \( x_n = 0 \). We shall also denote the principal symbol by \( \sigma(A) \). We have the following quantizations:

\[
\sigma \left( \frac{h \partial_x}{i} \right) = \tau, \quad \sigma \left( \frac{h \partial_x}{i} \right) = \xi_i.
\]

We set \( D_s = \frac{h \partial_s}{i} \) and \( D_x = \frac{h \partial_x}{i} \).

If we set \( M = \langle l, \xi' \rangle \in S^1_T \), we have the following regularity result: if \( a \in \langle s \rangle^l S^m_T \) and \( m \in \mathbb{R} \), then there exists \( C > 0 \) such that

\[
\| \text{Op}(a) u \| \leq C \| \langle s \rangle^l \text{Op}(M^m) u \|.
\]

The composition formula for tangential symbols, \( a \in \langle s \rangle^l S^m_T \), \( b \in \langle s \rangle^l S^m_T \), is given by

\[
(a \# b)(s, x, \tau, \xi', h) = \sum_{|\alpha| = |\beta|} h^{|\alpha'|} (h')^{\alpha_0} \left( \frac{-i}{|\alpha|} \sigma_x \sigma_{\xi'} \alpha \langle \partial_x \partial_{\xi'} \alpha \rangle a \langle \partial_x \partial_{\xi'} \alpha \rangle b \right)(s, x, \tau, \xi', h),
\]

with \( \alpha = (\alpha_1, \alpha_2), \alpha_1 \in \mathbb{N}, \alpha_2 \in \mathbb{N}^{n-1} \), and yields a tangential symbol in \( \langle s \rangle^{l + l'} S^{m + m'}_T \).

We now make the following change of variables in the \( x \) direction.

\[
y = b(s)x, \quad \text{with } b(s) = a(s)^{\frac{1}{2}}.
\]

If we set \( \mathfrak{P} = P/a(s) \), its principal part is given by

\[
\mathfrak{P}_2 = \frac{1}{2} T \partial_s - \partial_{y_n}^2 - \tau(y, \partial_y'), \quad \tau(y, \partial_y') = \tau(y/b(s), \partial_y').
\]

We shall prove a Carleman estimate for this operator before moving back to the original coordinates. In the sequel it is important to remember that \( x = y/b(s) \) remains in the compact domain \( K \).

We set

\[
\phi(s, y) = \varphi(y/b(s)), \quad \phi_x(s, y) = \frac{\eta(s)}{b(s)} \partial_x \varphi(y/b(s)).
\]

Note that \( \phi_x \) does not stand for \( \partial_x \phi \) but is in fact equal to \( \eta \partial_x \varphi \). This notation will however be convenient below since the calculus we have introduced uses \( h \) and \( h' \) for small parameters instead of \( h = h \eta^{-1} \).

**Remark A.6.** With the definitions of \( \tau \) and \( \phi \), we find that derivatives of the symbols with respect to \( s \) and \( y \) generate a gain of a factor \( \langle s \rangle^{-1} \). This will be taken into account in the application of the composition formula (A.13).

Introduce \( v = e^{\phi/h} u = e^{\phi/h} u \) and \( \mathfrak{P}_\phi = h^3 e^{\phi/h} \mathfrak{P} e^{-\phi/h} \). We have \( \mathfrak{P}_\phi v = h^3 e^{\phi/h} \mathfrak{P} u = g \). We define the following symmetric operators \( \tilde{Q}_2 = (\mathfrak{P}_\phi + \mathfrak{P}_\phi^*)/2, \tilde{Q}_1 = (\mathfrak{P}_\phi - \mathfrak{P}_\phi^*)/(2i) \), with

\[
\tilde{Q}_2 = D_{y_n}^2 + Q_2, \quad \tilde{Q}_1 = (D_{y_n} \phi_x + \phi_x D_{y_n}) + 2Q_1,
\]
with respective principal symbols
\[ \tilde{q}_2 = \xi_n^2 + q_2, \quad q_2 = r(y, \xi') - r(y, \phi_{x_n}) - \phi_{x_n}^2 \in S^2_{\mathbb{T}}, \]
\[ \tilde{q}_1 = 2\xi_n\phi_{x_n} + 2q_1, \quad q_1 = \frac{\tau}{2} + \tilde{r}(y, \xi', \phi_{x'}) \in S^2_{\mathbb{T}} \]

where \( \tilde{r}(y, \ldots) \) is the symmetric bilinear form associated with the real quadratic form \( r(x, \xi') \).

We note that
\[
\begin{align*}
(\tilde{w}_1, \tilde{Q}_2 w_2) &= \left( \tilde{Q}_2 w_1, w_2 \right) - i\hbar \left[ \langle w_1 |_{y_n=0^+}, D_{y_n} w_2 |_{y_n=0^+} \rangle_0 + (D_{y_n} w_1 |_{y_n=0^+}, w_2 |_{y_n=0^+})_0 \right], \\
(\tilde{w}_1, \tilde{Q}_1 w_2) &= \left( \tilde{Q}_1 w_1, w_2 \right) - 2i\hbar \left( \phi_{x_n} w_1 |_{y_n=0^+}, w_2 |_{y_n=0^+} \right)_0,
\end{align*}
\]

for \( w_1 \) and \( w_2 \) smooth, where \( \langle \ldots \rangle_0 \) is the \( L^2 \) hermitian inner-product in \( \{ y_n = 0 \} \), and we thus obtain
\[
\| \tilde{g} \|^2 = \| \tilde{Q}_1 v \|^2 + \| \tilde{Q}_2 v \|^2 + i\langle \tilde{Q}_2, \tilde{Q}_1 \rangle \| v, v \| + \hbar B(v),
\]
with
\[
B(v) = \left( \tilde{Q}_1 v |_{y_n=0^+}, D_{y_n} v |_{y_n=0^+} \right)_0 + \left( (D_{y_n} \tilde{Q}_1 - 2\phi_{x_n} \tilde{Q}_2) v |_{y_n=0^+}, v |_{y_n=0^+} \right)_0,
\]
which, as \( v |_{y_n=0^+} = 0 \), reduces to
\[
B(v) = 2 \left( \phi_{x_n} D_{y_n} v |_{y_n=0^+}, D_{y_n} v |_{y_n=0^+} \right)_0 \geq 0, \quad \text{as} \quad \phi_{x_n} > 0.
\]

We observe that we have
\[
i\langle \tilde{Q}_2, \tilde{Q}_1 \rangle = \hbar \left( \tilde{H}_0 D_{y_n}^2 + \tilde{H}_1 D_{y_n} + \tilde{H}_2 \right), \quad \tilde{H}_j \in \langle s \rangle^{-1} \Psi_{\mathbb{F}}, \quad j = 0, 1, 2.
\]
We then note that \( D_{y_n}^2 - \tilde{Q}_2 \in \Psi_{\mathbb{F}}^2 \) and \( D_{y_n} - \frac{1}{2\hbar} \tilde{Q}_1 \in \Psi_{\mathbb{F}} \). We thus find
\[
i\langle \tilde{Q}_2, \tilde{Q}_1 \rangle = \hbar \left( \tilde{H}_0 \tilde{Q}_2 + \tilde{H}_1 \tilde{Q}_1 + \tilde{H}_2 \right), \quad \tilde{H}_j \in \langle s \rangle^{-1} \Psi_{\mathbb{F}}, \quad j = 0, 1, 2.
\]

We have the following lemma, which proof is given below.

**Lemma A.7.** For \( \mu \) sufficiently large and \( \hbar \) and \( \hbar' \) sufficiently small, there exists \( C > 0 \) such that
\[
\langle s \rangle^{-1} S^2_{\mathbb{T}} \geq \mu \left( \frac{\langle q_2^2 + \phi_{x_n}^2, q_2 \rangle}{\langle s \rangle\mathcal{M}} \right)^2 + \sigma(H_2) \geq C \langle s \rangle^{-1} M^2.
\]

Applying the Gårding inequality in the tangential directions (including the time direction) we thus obtain, for \( \hbar \) sufficiently small,
\[
\| g \|^2 \geq \| \tilde{Q}_1 v \|^2 + \| \tilde{Q}_2 v \|^2 + \hbar \text{Re} \left( \tilde{H}_0 \tilde{Q}_2 v, v \right) + \hbar \text{Re} \left( \tilde{H}_1 \tilde{Q}_1 v, v \right)
\]
\[
+ C\hbar \langle \langle s \rangle^{-1} \text{Op}(M)v \rangle \rangle - \hbar \text{Re} \left( \langle Q_1^2 + 2\phi_{x_n} Q_2 \rangle v, G \langle s \rangle^{-1} v \right),
\]
where \( G \in \Psi_{\mathbb{F}}^0 \) and \( \sigma(G) = \mu \left( \frac{\phi_{x_n}^2 + 2\phi_{x_n} q_2}{\langle s \rangle\mathcal{M}} \right) \in S^0_{\mathbb{T}} \).

We first see that we have
\[
\hbar \left( \tilde{H}_0 \tilde{Q}_2 v, v \right) \leq \hbar \| \tilde{Q}_2 v \| \| \langle s \rangle^{-1} v \| \leq C\hbar \| \tilde{Q}_2 v \| \| \langle s \rangle^{-1} v \|,
\]
\[
\hbar \left( \tilde{H}_1 \tilde{Q}_1 v, v \right) \leq \hbar \| \tilde{Q}_1 v \| \| \langle s \rangle^{-1} \text{Op}(M)v \| \leq C\hbar \| \tilde{Q}_1 v \| \| \langle s \rangle^{-1} \text{Op}(M)v \|.\]

From the form of \( \tilde{Q}_1 \) we deduce the following lemma.
Lemma A.8. We have \( \| \langle s \rangle^{-\frac{1}{2}} D_{y_n} v \| \leq C \| \tilde{Q}_1 v \| + C \| \langle s \rangle^{-\frac{1}{2}} \text{Op}(M) v \| \).

Next since
\[
Q_1 = \frac{1}{2} (\tilde{Q}_1 - [D_{y_n}, \phi_{x_n}]) - \phi_{x_n} D_{y_n},
\]
we compute \( Q_1^2 + \phi_{x_n}^2 Q_2 = -Q_1 \phi_{x_n} D_{y_n} + \frac{Q_1}{2} (\tilde{Q}_1 - [D_{y_n}, \phi_{x_n}]) + \phi_{x_n}^2 (\tilde{Q}_2 - D_{y_n}^2). \) Using (A.19) a second time we have
\[
Q_1^2 + \phi_{x_n}^2 Q_2 = (\phi_{x_n} D_{y_n} - \frac{1}{2} (\tilde{Q}_1 - [D_{y_n}, \phi_{x_n}])) \phi_{x_n} D_{y_n} + \frac{Q_1}{2} (\tilde{Q}_1 - [D_{y_n}, \phi_{x_n}]) + \phi_{x_n}^2 (\tilde{Q}_2 - D_{y_n}^2),
\]
which reads
\[
Q_1^2 + \phi_{x_n}^2 Q_2 = \phi_{x_n}^2 \tilde{Q}_2 - \frac{1}{2} D_{y_n} \phi_{x_n} \tilde{Q}_1 + \Psi_{\frac{1}{2}} \tilde{Q}_1 + h(s)^{-1} \Psi_{\frac{1}{2}} D_{y_n} + h(s)^{-1} \Psi_{\frac{1}{2}}.
\]

We note that
\[
\hbar \left( \phi_{x_n}^2 \tilde{Q}_2 v, G(s)^{-1} v \right) \leq \hbar \frac{1}{2} C \| \tilde{Q}_2 v \|^2 + \hbar \frac{1}{2} C \| G(s)^{-1} v \|^2,
\]
and
\[
\hbar \text{Re} \left( \frac{1}{2} D_{y_n} \phi_{x_n} \tilde{Q}_1 v, G(s)^{-1} v \right) = \hbar \frac{1}{2} \text{Re} \left( \phi_{x_n} \tilde{Q}_1 v, D_{y_n} G(s)^{-1} v \right) - \hbar^2 \text{Re} \left( \frac{\phi_{x_n}}{2i} \tilde{Q}_1 v \big|_{y_n = 0}, G(s)^{-1} v \big|_{y_n = 0} \right),
\]
by integration by parts. The last term vanishes as \( v \big|_{y_n = 0} = 0. \) We thus obtain
\[
\left| \hbar \text{Re} \left( (Q_1^2 + \phi_{x_n}^2 Q_2) v, G(s)^{-1} v \right) \right| \leq C \left( \hbar^2 \| \tilde{Q}_1 v \|^2 + \hbar^2 \| \tilde{Q}_2 v \|^2 + \hbar^2 \| G(s)^{-1} D_{y_n} v \|^2 + \hbar^2 \| G(s)^{-1} v \|^2 + \hbar^2 \| \text{Op}(M) v \|^2 \right).
\]

By choosing \( \hbar \) sufficiently small, from (A.16), (A.17), (A.18) and (A.21), and Lemma A.8, we obtain
\[
\| \Psi_{\frac{1}{2}} v \|^2 \geq C \hbar \left( \| G(s)^{-1} \text{Op}(M) v \|^2 + \| G(s)^{-1} D_{y_n} v \|^2 \right) \geq C \hbar \left( \| G(s)^{-1} v \|^2 + \hbar^2 \| G(s)^{-1} \partial_y v \|^2 \right).
\]

Arguing as in the proof of Theorem 3.5 we obtain
\[
\hbar^4 \| e^{\frac{\delta}{\hbar} \langle s \rangle} \Psi_{\frac{1}{2}} u \|^2 \geq C \hbar \left( \| e^{\frac{\delta}{\hbar} \langle s \rangle} \frac{\partial_1}{\hbar} u \|^2 + \hbar^2 \| e^{\frac{\delta}{\hbar} \langle s \rangle} \frac{\partial_y}{\hbar} \Psi_{\frac{1}{2}} u \|^2 \right).
\]

Moving back to the \( x \) coordinate we find
\[
\hbar^4 \| e^{\frac{\delta}{\hbar} \langle s \rangle} \frac{\partial_1}{\hbar} u \|^2 \geq C \hbar \left( \| e^{\frac{\delta}{\hbar} \langle s \rangle} \frac{\partial_1}{\hbar} u \|^2 + \hbar^2 \| e^{\frac{\delta}{\hbar} \langle s \rangle} \frac{\partial_{x_1}}{\hbar} u \|^2 \right).
\]

We now proceed with writing the local Carleman estimate we have obtained with the original time variable \( t \in (0, T). \) From (A.10) we have \( ds = \frac{(s(t))^2}{2} dt = \frac{1}{2} (s(t))^2 dt. \) We then have
\[
\hbar^4 \| e^{\frac{\delta}{\hbar} \eta(t)} \frac{\partial_1}{\hbar} 1 u \|^2 \geq C \hbar \left( \| e^{\frac{\delta}{\hbar} \eta(t)} \frac{\partial_1}{\hbar} 1 u \|^2 + \hbar^2 \| e^{\frac{\delta}{\hbar} \eta(t)} \frac{\partial_{x_1}}{\hbar} u \|^2 \right),
\]
as $\eta(t)/C \leq \langle s(t) \rangle \leq C\eta(t)$. If we now change $u$ into $\eta(t)^{\frac{j}{h}}u$, which is possible because of the fast decay of $e^{\varphi/h}$ as $t \to 0$ or $T$, we achieve

$$h^4\|e^{\varphi/h}\eta(t)^{-2}Pu\|^2 \geq C h^4\left(\|e^{\varphi/h}\eta(t)^{-\frac{j}{h}}u\|^2 + h^2\|e^{\varphi/h}\eta(t)^{-\frac{j}{h}}H^\alpha_x u\|^2\right).$$

In fact, we chose $\epsilon T = h'$ sufficiently small to absorb the commutator $[\partial_t, \eta(t)^{\frac{j}{h}}]$ generated by this change of unknown function. Recalling that $h\eta = h$ this concludes the proof. □

**Proof of Lemma A.7** We denote by $(\cdot, \cdot)_s$, and $(\cdot, \cdot)_x$ the Poisson brackets with respect to the $s, \tau$ variables on the one hand and the $x, \xi$ variables on the other. We have

$$\langle s \rangle^{-1}S^2 \ni \sigma(\frac{1}{h} [\hat{Q}_2, \hat{Q}_1]) = h' \{\hat{q}_2, \hat{q}_1\}_s + \{\tilde{a}_2, \tilde{a}_1\}_x.$$  

For the property we aim to prove we may thus focus on the second term that belongs to $\langle s \rangle^{-1}S^2$. We introduce the map

$$\kappa : (s, y, \tau, \xi) \mapsto \left(\frac{s}{\Theta(s)} \frac{y}{\eta(s)}, \left(\frac{\eta(s)}{\Theta(s)}\right)^2 \tau, \left(\frac{\eta(s)}{\Theta(s)}\right)^{-1} \xi\right),$$

and set $\tilde{q}_j \circ \kappa^{-1} = \left(\frac{\eta}{\Theta}\right)^2 \tilde{a}_j, j = 1, 2$. We find

$$\tilde{a}_2(s, x, \tau, \xi) = \xi^2 + a_2 \in \mathbb{S}^2, \quad a_2 = r(x, \xi') - r(x, \partial_x \varphi) - (\partial_{x_n} \varphi)^2 \in S^2_\tau,$$

$$\tilde{a}_1(s, x, \tau, \xi) = 2\xi_n (\partial_x \varphi) + 2a_1 \in S^2_\tau, \quad a_1 = \frac{\tau}{2} + r(x, \xi', \partial_x \varphi) \in S^2_\tau,$$

where $\tilde{r}(y, \cdot)$ is the symmetric bilinear form associated with the real quadratic form $r(x, \xi')$. Recall that the variable $x$ remains in the compact set $K$, as opposed to $y = \Theta(s)x$. We observe that $\{\tilde{q}_2, \tilde{q}_1\}_x = \frac{\eta^2}{\Theta^2} \{\tilde{a}_2, \tilde{a}_1\}_x \circ \kappa$. In particular we have

$$\{\tilde{q}_2, \tilde{q}_1\}_x = h_0 \tilde{q}_2 + h_1 \tilde{q}_1 + h_2, \quad \{\tilde{a}_2, \tilde{a}_1\}_x = \ell_0 \tilde{a}_2 + \ell_1 \tilde{a}_1 + \ell_2,$$

with $h_j = \sigma(H_j) \in \langle s \rangle^{-1}S^2_\tau$ and $\ell_j \in S^2_\tau$. We find $h_2 = \frac{s}{\Theta^2} \ell_2 \circ \kappa$. We set $M' = M \circ \kappa^{-1}$. We note that $M' \sim M$. We set

$$\nu = \mu \left(\frac{a_1^2 + (\partial_x \varphi)^2 a_2}{M'^2} + \frac{s}{\eta} \ell_2 \in S^2_\tau\right).$$

We now prove that $\nu \geq CM^2$ for $\mu$ sufficiently large. For $|\langle \tau, \xi \rangle|$ large, say $|\langle \tau, \xi \rangle| \geq R$, we clearly have $\nu \geq CM^2$. We may thus restrict ourselves to the case of the variables $(x, \tau, \xi)$ in a compact set. Recall that $s = s(t)$ and observe that $\nu$ is smooth with respect to $t \in [0, T]$. Hence all the variables $(t, x, \tau, \xi)$ lay in a compact set. We consider the case $h = h' = 0$. Assume that $a_1^2 + (\partial_x \varphi)^2 a_2$ and chose $\xi_n = -(a_1/\partial_{x_n} \varphi)$. Then $\tilde{a}_1 = \tilde{a}_2 = 0$. By the sub-elliptic property (7.1) (which is invariant by change of variables) we obtain $\{\tilde{a}_2, \tilde{a}_1\}_x = \ell_2 > 0$. It follows that for $\mu$ sufficiently large $\nu/M^2 \geq C > 0$ in this case as well. Relaxing the condition $h = h' = 0$ only affects the constant $C$ for $h, h'$ positive and sufficiently small.

We conclude the proof since we have

$$h_2 + \mu \frac{(q_2^2 + q_3^2 q_2)}{(s)M^2} = \langle s \rangle^{-1} \left(\frac{\eta}{b}\right)^4 \nu \circ \kappa.$$

□
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