STABILITY OF RETARDED SYSTEMS WITH SLOWLY VARYING COEFFICIENT
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Abstract. The “freezing” method for ordinary differential equations is extended to multivariable retarded systems with distributed delays and slowly varying coefficients. Explicit stability conditions are derived. The main tool of the paper is a combined usage of the generalized Bohl-Perron principle and norm estimates for the fundamental solutions of the considered equations.
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1. Introduction and statement of the main result

Stability of linear nonautonomous systems with delay has been investigated by many authors, cf. [6, 8], etc. Besides, the basic method for the stability analysis is the direct Lyapunov method. By that method many very strong results are obtained. But finding Lyapunov’s type functionals for retarded systems is usually difficult. An interesting approach to obtaining explicit stability conditions for vector equations were established, in the papers [13, 14]. That approach is based on deriving bounds for the norms of system solutions. About other explicit stability conditions see the fundamental survey [11]. But to the best of our knowledge, the general linear vector functional differential equations with slowly varying coefficients were almost not investigated in the available literature.

Let \( \mathbb{R}^n \) be a real Euclidean space with the scalar product \((,\), Euclidean norm \(\|\cdot\|_n = \sqrt{(,)}\) and identity matrix \(I\). For an \( n \times n\)-matrix \(A\), \(\|A\|_n = \sup_{z \in \mathbb{R}^n} \|Az\|_n/\|z\|_n\). Put \( R_+ = [0, \infty) \).

Consider in \( \mathbb{R}^n \) the equation

\[
\dot{x}(t) = \int_0^\eta R(t, d\tau)x(t - \tau) \quad (t \geq 0; \dot{x}(t) = dx/dt)
\]

where \( R(t, \delta) \) is an \( n \times n\)-matrix-valued function defined on \( R_+ \times \Sigma \), where \( \Sigma \) is the set of the Borel subsets of \([0, \eta]\). Besides, \( R(,\) is additive in the second argument and its variation in that argument is uniformly bounded with respect to the first argument on \( R_+ \). The integral in (1.1) is understood as the vector Riemann-Stieltjes integral, that is the limit of the sums

\[
\sum_{k=1}^{M-1} R(t, \Delta_k^{(M)} \times (t - \tau_k^{(M)})) \text{ as } \max_k |\Delta_k^{(M)}| \rightarrow 0.
\]
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Here $\Delta_k^{(M)} = s_k^{(M)} - s_{k-1}^{(M)}$, $0 = s_0^{(M)} < s_1^{(M)} < \ldots < s_M^{(M)} = \eta$ and $\tau_k^{(M)} \in \Delta_k^{(M)}$ ($k = 1, \ldots, M$).

We extend the “freezing” method for ordinary differential equations cf. [1, 7, 12] and [3], Section 3.2, to equation (1.1). Besides, explicit exponential stability conditions are derived. They considerably generalize and improve Theorem 9.3.1 from [3], and generalize Theorem 4.15 from [5].

It is assumed that there is a positive constant $q$, such that

$$
\int_0^\eta \| R(t, d\tau) - R(s, d\tau) \|_n \leq q |t - s| \quad (t, s \geq 0).
\tag{1.2}
$$

The integral in (1.2) means the limit of the sums

$$
\sum_{k=1}^{M-1} \| R(t, \Delta_k^{(M)}) - R(s, \Delta_k^{(M)}) \|_n
$$

as $\max_k |\Delta_k^{(M)}| \to 0$. For example, consider the equation

$$
\dot{x}(t) = \sum_{k=1}^m A_k(t) \int_0^\eta x(t - \tau) d\mu_k(\tau) \quad \tag{1.3}
$$

where $\mu_k$ are nondecreasing scalar functions and $A_k(t)$ are variable $n \times n$-matrices with the properties

$$
\| A_k(t) - A_k(s) \|_n \leq q_k |t - s| \quad (t, s \geq 0) \quad \text{and} \quad \sup_{t \geq 0} \| A_k(t) \|_n < \infty \tag{1.4}
$$

with $q_k = \text{const.} \geq 0$ ($k = 1, \ldots, m$). Then (1.2) holds, with

$$
q = \sum_{k=1}^m q_k \text{var}(\mu_k),
$$

where $\text{var}(\mu_k)$ denotes the variation of $\mu_k$.

A solution of (1.1) is an absolutely continuous function which satisfies that equation on $(0, \infty)$ almost everywhere with the initial condition

$$
x(t) = \phi(t) \quad (-\eta \leq t \leq 0) \quad \tag{1.5}
$$

for a given continuous vector function $\phi(t)$ defined on $[-\eta, 0]$. Existence results and stability definitions can be found for instance in [6, 8].

Recall that a differentiable in $t$ function $G(t, t_1)$ ($t \geq t_1 \geq 0$) is the fundamental solution to (1.1) if it satisfies that equation in $t$ and the initial conditions

$$
G(t, t) = I, \quad G(t, t_1) = 0 \quad (t < t_1, \ t_1 \geq 0).
$$

For a fixed $s \geq 0$, consider the “frozen” equation

$$
\dot{y}(t) = \int_0^\eta R(s, d\tau)y(t - \tau) \quad (t > 0). \quad \tag{1.6}
$$

Since (1.6) is an autonomous equation, the fundamental solution $\dot{G}_s(t, t_1)$ to equation (1.6) is defined by $\dot{G}_s(t, t_1) = \dot{G}_s(t - t_1)$, where $\dot{G}_s(t)$ is a matrix-valued function satisfying that equation and the initial conditions

$$
\dot{G}_s(0+) = I, \quad \dot{G}_s(t) = 0 \quad (t < 0). \quad \tag{1.7}
$$

Now we are in a position to formulate our main result.
Theorem 1.1. Let the conditions (1.2) and
\[ \chi := \sup_{s \geq 0} \int_{0}^{\infty} t \| \dot{G}_s(t) \|_n dt < \frac{1}{q} \] (1.8)
hold. Then equation (1.1) is exponentially stable.

This theorem is proved in Section 5.

2. Equations “close” to ordinary differential ones

Let us point a stability criterion which is more convenient than Theorem 1.1 in the case of the equation
\[ \dot{x}(t) = A(t)x(t) + \int_{0}^{\eta} R_0(t, d\tau)x(t - \tau) \quad (t > 0), \] (2.1)
where \( R_0(t, \delta) \) is an \( n \times n \) matrix-valued function defined on \( R_+ \times \Sigma \) and \( A(t) \) for any \( t \geq 0 \) is an \( n \times n \) Hurwitzian matrix. Besides, \( R_0(t, \cdot) \) is additive in the second argument and its variation is uniformly bounded in \( t \in [0, \infty) \). That is,
\[ V(R_0) := \sup_{s \geq 0} \int_{0}^{\eta} \| R_0(s, d\tau) \|_n < \infty. \]
It is assumed that
\[ \| A(t) - A(s) \|_n \leq q_0|t - s| \quad (t, s \geq 0). \] (2.2)

Theorem 2.1. Let the conditions (2.2),
\[ \nu_A := \sup_{s \geq 0} \int_{0}^{\infty} \| e^{A(s)t} \|_n dt < \frac{1}{V(R_0)} \]
and
\[ \tilde{\chi}_0 := \sup_{s \geq 0} \int_{0}^{\infty} t \| e^{A(s)t} \|_n dt < \frac{1 - \nu_A V(R_0)}{q_0} \] (2.3)
hold. Then equation (2.1) is exponentially stable.

This theorem is also proved in Section 5. For instance, consider the equation
\[ \dot{x}(t) = A(t)x(t) + \sum_{k=1}^{m} A_k(t)x(t - h_k) \quad (t \geq 0) \]
where \( h_k = \text{const} > 0 \) and \( A_k(t) \) are \( n \times n \)-matrices with the properties \( \sup_{t \geq 0} \| A_k(t) \|_n < \infty \) \( (k = 1, \ldots, m) \).

In the considered case
\[ V(R_0) = \sup_{s} \sum_{k=1}^{m} \| A_k(s) \|_n. \]

About simple estimates for \( \| e^{A(s)t} \|_n \) see [3], Section 3.2.
3. Equation with one distributed delay

In this section we illustrate Theorem 1.1 in the case of the system

\[ \dot{x}(t) = A(t) \int_{0}^{\eta} x(t - \tau) d\mu(\tau), \quad (3.1) \]

where \( \mu \) is a scalar nondecreasing function of a bounded variation \( \text{var}(\mu) \), and \( A(t) \) is a negative definite Hermitian \( n \times n \)-matrix, satisfying (2.2). Hence, condition (1.2) holds with

\[ q = q_0 \text{ var}(\mu). \quad (3.2) \]

Furthermore, for a fixed \( s \geq 0 \), consider the equation

\[ \dot{x}(t) = A(s) \int_{0}^{\eta} x(t - \tau) d\mu(\tau). \quad (3.3) \]

Put

\[ E_{\mu} w(t) = \int_{0}^{\eta} w(t - \tau) d\mu(\tau). \]

Reduce equation (3.3) to the diagonal form:

\[ \dot{x}_j(t) = \lambda_j(s) E_{\mu} x_j(t) \quad (j = 1, \ldots, n), \quad (3.4) \]

where \( \lambda_j(s) \) are the eigenvalues of \( A(s) \). Let \( X_{s,j}(t) \) be the fundamental solution of the scalar equation (3.4).

Assume that

\[ J_j(s) := \int_{0}^{\infty} |X_{s,j}(t)| dt < \infty \quad (j = 1, \ldots, n), \quad (3.5) \]

Then the fundamental solution \( \hat{G}_s(t) \) to (3.3) satisfies the equality \( \int_{0}^{\infty} \|\hat{G}_s(t)\|_{\infty} dt = \max_j J_j(s) \). The inequality

\[ \chi \leq (1 + v_1(\mu)) \sup_{s \geq 0, j = 1, \ldots, n} J_j^2(s) \]

holds according to Lemma 5.8 proved below. Now Theorem 1.1 implies

**Theorem 3.1.** If the conditions (2.2), (3.5) and

\[ \text{var}(\mu) \ q_0 \ (1 + v_1(\mu)) \ \sup_{s \geq 0, j = 1, \ldots, n} J_j^2(s) < 1 \]

hold, then system (3.1) is exponentially stable.

Furthermore, let

\[ k(z) = z + \int_{0}^{\eta} \exp(-z\tau) d\mu(\tau) \quad (z \in \mathbb{C}). \]

So \( k(z) \) is the characteristic function of the scalar equation

\[ \dot{y} + \int_{0}^{\eta} y(t - \tau) d\mu(\tau) = 0. \quad (3.6) \]

The fundamental solution of (3.6) is

\[ X_{\mu}(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{zt} k^{-1}(z) dz \quad (c = \text{const.}). \]
Hence,
\[ \frac{1}{k(z)} = \int_0^\infty e^{-zt} X_\mu(t)dt. \]

If
\[ e\eta \text{var}(\mu) < 1, \quad (3.7) \]
then as it was shown in the paper [4], we have \( X_\mu(t) \geq 0 \) and \( X_\mu(t) \to 0 \) as \( t \to \infty \). So
\[ \frac{1}{|k(i\omega)|} \leq \int_0^\infty X_\mu(t)dt = \frac{1}{k(0)} = \frac{1}{\text{var}(\mu)} \quad (\omega \in \mathbb{R}). \quad (3.8) \]

Assume that
\[ \sup_{s \geq 0, k=1, \ldots, n} |\lambda_k(s)| < \frac{1}{e \text{var}(\mu) \eta}, \quad (3.9) \]
and
\[ \zeta := \min_{k=1, \ldots, n} \inf_{s \geq 0} |\lambda_k(s)| > 0. \]

Then by (3.8) we have \( J_j(s) \leq \frac{1}{\text{var}(\mu) \zeta} \) \((j \leq n)\). Now Theorem 3.1 implies

**Corollary 3.2.** Let the conditions (2.2), (3.9) and
\[ q_0(1 + v_1(\mu)) < \text{var}(\mu)\zeta^2 \quad (3.10) \]
hold. Then (3.1) is exponentially stable.

### 4. Example

Consider the system
\[ \dot{x}_1 + (a_1 + b_1 \cos(\omega t))x_1(t-\eta) + c \sin(\omega t)x_2(t-\eta) = 0, \]
\[ \dot{x}_2 + (a_2 + b_2 \cos(\omega t))x_2(t-\eta) + c \sin(\omega t)x_1(t-\eta) = 0, \quad (4.1) \]
with positive constants \( \omega, a_1, a_2, b_1, b_2 \) and \( c \), satisfying the condition \( b_k + c < a_k \) \((k = 1, 2)\). Rewrite (4.1) as \( \dot{x} = A_2(t)x(t-\eta) \), where
\[ A_2(t) = \begin{pmatrix} a_1 + b_1 \cos(\omega t) & c \sin(\omega t) \\ c \sin(\omega t) & a_2 + b_2 \cos(\omega t) \end{pmatrix}. \]

Simple calculations show that this matrix satisfies (2.2) with
\[ q_0 \leq q_\omega = \omega[b_1^2 + b_2^2 + 2c^2]^{1/2}. \]

By the Herschgorin theorem, cf. [10], the eigenvalues \( \lambda_{1,2}(t) \) of \( A_2(t) \) satisfy the inequalities \( |a_k + \lambda_k(t)| \leq b_k + c \), and therefore
\[ |\lambda_k(t)| \leq \max_k(a_k + b_k + c), \quad \text{and} \quad |\lambda_k(t)| \geq \zeta_0 := \min_k(a_k - b_k - c) \quad (k = 1, 2). \]

Thus \( \zeta \geq \zeta_0 \). In addition, \( \text{var}(\mu) = 1 \) and \( v_1(\mu) = \eta \). So (3.9) is provided by
\[ c + \max_k(a_k + b_k) < \frac{1}{e \eta}, \quad (4.2) \]
and (3.10) is provided by
\[ q_\omega(1 + \eta) < \zeta_0^2. \quad (4.3) \]
Consequently, if (4.2) and (4.3) hold, then by Corollary 3.2 system (4.1) is exponentially stable.

For instance, consider the system

\[
\begin{align*}
\dot{x}_1 + (10 + \cos (\omega t))x_1(t - 0.02) + \sin (\omega t)x_2(t - 0.02) &= 0, \\
\dot{x}_2 + (10 + \cos (\omega t))x_2(t - 0.02) + \sin (\omega t)x_1(t - 0.02) &= 0.
\end{align*}
\]

(4.4)

So

\[a_1 = a_2 = 10, b_1 = b_2 = c_1 = c_2 = 1, \eta = 0.02 \text{ and } q_0 \leq 2\omega.\]

By the above mentioned Herschgorin theorem, the eigenvalues \(\lambda_{1,2}(t)\) satisfy the inequalities

\[|10 + \lambda_k(t)| \leq 2,\]

and therefore

\[|\lambda_k(t)| \leq 12, \text{ and } |\lambda_k(t)| \geq \zeta_0 = 8 (k = 1, 2).\]

In addition, \(\text{var}(\mu) = 1\) and \(v_1(\mu) = 0.02.\) So (4.2) holds, since \(12 < 1/0.02e.\) Thus condition (4.3) holds, if \(2.04\omega < 64.\) Consequently, system (4.4) is exponentially stable, provided

\[\omega < \frac{64}{2.04}.\]

5. Proofs

Let \(C(\Omega) = C(\Omega, \mathbb{R}^n)\) be the space of continuous real vector functions \(f(t) = (f_j(t))_{j=1}^n\) defined and bounded on a set \(\Omega\) with the sup-norm

\[\|f\|_{C(\Omega)} = \sup_{t \in \Omega} \|f(t)\|_n.\]

By \(\hat{C}(\Omega) = \hat{C}(\Omega, \mathbb{R}^n)\) we denote the same space with the norm

\[\|f\|_{\hat{C}(\Omega)} = \max_{j=1, \ldots, n} \sup_{t \in \Omega} |f_j(t)|.\]

Introduce in \(\hat{C}(\Omega)\) the operator

\[Af(t) = \int_\Omega K(t, s)f(s)ds,\]

(5.1)

where \(K(t, s) = (K_{jk}(t, s))_{j,k=1}^n\) is a real matrix function defined on \(\Omega \times \Omega,\) continuous in the first argument and satisfying

\[\tau_A := \max_{j=1, \ldots, n} \sup_{t \in \Omega} \int_\Omega \sum_{k=1}^n |K_{jk}(t, s)|ds < \infty.\]

(5.2)

Put \(\|A\|_{\hat{C}(\Omega)} = \sup_{w \in C(\Omega)} \|Aw\|_{\hat{C}(\Omega)}/\|w\|_{\hat{C}(\Omega)}'.\)

**Lemma 5.1.** Let \(A\) be defined by (5.1) and condition (5.2) hold. Then \(\|A\|_{\hat{C}(\Omega)} = \tau_A.\)

**Proof.** It is simple to show that

\[\|A\|_{\hat{C}(\Omega)} \leq \max_{j,k} \int_\Omega \sum_{k=1}^n |K_{jk}(t, s)|ds = \tau_A.\]

(5.3)

Let \(j_0\) and \(t_0 \in \Omega\) be such that

\[\tau_A = \int_\Omega \sum_{k=1}^n |K_{j_0k}(t_0, s)|ds.\]

(5.4)
Take $h(s) = (h_k(s))_{k=1}^n$ with $h_k(s) = \text{signum } K_{j_0 k}(t_0, s)$. Then we have

$$(Ah)_j(t) := \int_\Omega \sum_{k=1}^n K_{jk}(t, s)h_k(s)ds = \int_\Omega \sum_{k=1}^n K_{jk}(t, s)(\text{signum } K_{j_0 k}(t_0, s))ds$$

provided $j \neq j_0$. In addition,

$$(Ah)_{j_0}(t_0) = \int_\Omega \sum_{k=1}^n |K_{j_0 k}(t_0, s)|ds.$$

But according to (5.2),

$$|(Ah)_j(t)| \leq \int_\Omega \sum_{k=1}^n |K_{j_0 k}(t_0, s)|ds \quad (j \neq j_0).$$

So $\|Ah\|_{\mathcal{C}(\Omega)} = \tau_A$. Taking into account that $|\text{signum } K_{j_0 k}(t_0, s)| = 1$, we have $\|h\|_{\mathcal{C}(\Omega)} = 1$ and therefore $\|Ah\|_{\mathcal{C}(\Omega)} / \|h\|_{\mathcal{C}(\Omega)} = \tau_A$. This and (5.3) prove the result.

Furthermore, due to the variation of constants formula the equation

$$\dot{y}(t) = \int_0^\eta R(t, d\tau)y(t - \tau) + f(t) \quad (t \geq 0) \quad (5.5)$$

with a given vector function $f$ and the zero initial condition

$$y(t) = 0 \quad (t \leq 0) \quad (5.6)$$

is equivalent to the equation

$$y(t) = \int_0^t G(t, \tau)f(\tau)d\tau. \quad (5.7)$$

Let $G_{jk}(t, s)$ be the entries of $G(t, s)$.

**Corollary 5.2.** Let a solution of problem (5.5), (5.6) be bounded on $R_+$ for any $f \in C(R_+)$. Then

$$\max_{t \geq 0, j=1,...,n} \int_0^t \sum_{k=1}^n |G_{jk}(t, s)|ds < \infty.$$

Indeed, this result at once follows from the previous lemma.

Let $x(t)$ be a solution of problem (1.1), (1.5). Put

$$\theta(t) = \begin{cases} 
\phi(0) & \text{if } t \geq 0, \\
\phi(t) & \text{if } -\eta \leq t \leq 0
\end{cases}$$

and $y_0(t) = x(t) - \theta(t)$. We can write $d\theta(t)/dt = 0 \quad (t \geq 0)$ and

$$\dot{y}_0(t) = \int_0^\eta R(t, d\tau)y_0(t - \tau) + \psi(t) \quad (t \geq 0), \quad (5.8)$$

where

$$\psi(t) = \int_0^\eta R(t, d\tau)\theta(t - \tau).$$

Hence, by the variation of constants formula we have

$$y_0(t) = \int_0^t G(t, s)\psi(s)ds \quad (t \geq 0).$$

But $x(t) = y_0(t) + \theta(t)$. We thus have proved the following result.
Lemma 5.3. A solution of problem (1.1), (1.5) can be represented by the equality

\[ x(t) = \phi(0) + \int_0^t G(t, t_1)\psi(t_1)dt_1 \quad (t \geq 0). \]

Following [5], page 371, we will say that equation (5.5) satisfies the Perron condition, if for any \( f \in C(R_+) \), a solution of problem (5.5), (5.6) is bounded.

Lemma 5.4. If equation (5.5) satisfies the Perron condition, then a solution of (1.1) is bounded.

Proof. We have

\[ \left\| \int_0^t G(t, s)\psi(s)ds \right\|_n \leq \left\| \int_0^t G(t, s) \int_0^\eta R(s, d\tau)\phi(s - \tau)ds \right\|_n \leq \left\| \phi \right\|_{C([-\eta, 0])} \int_0^t \left\| G(t, s) \right\|_n \int_0^\eta \left\| R(s, d\tau) \right\|_n ds \]

\[ \leq V(R)\left\| \phi \right\|_{C([-\eta, 0])} \sup_{t \geq 0} \int_0^t \left\| G(t, s) \right\|_n ds, \]

where

\[ V(R) := \sup_{t \geq 0} \int_0^\eta \left\| R(t, d\tau) \right\|_n ds. \]

So by Corollary 5.2 and the previous lemma we have the inequality

\[ \left\| x \right\|_{C(R_+)} \leq m_0 \left\| \phi \right\|_{C([-\eta, 0])}, \] (5.9)

where

\[ m_0 := 1 + V(R) \sup_{t \geq 0} \int_0^t \left\| G(t, s) \right\|_n ds. \]

This proves the lemma. \( \square \)

Lemma 5.5. If equation (5.5) satisfies the Perron condition, then (1.1) is exponentially stable.

Proof. Substituting

\[ x_1(t) = e^{\epsilon t}x(t) \] (5.10)

with an \( \epsilon > 0 \) into (1.1), we obtain the equation

\[ \dot{x}_1(t) = \epsilon x_1(t) + \int_0^\eta e^{\epsilon \tau} R(t, d\tau)x_1(t - \tau) \quad (t > 0). \] (5.11)

Put

\[ \hat{G}f(t) = \int_0^t G(t, s)f(s)ds. \]

Under the hypothesis of the theorem, \( \hat{G} \) is defined on the whole space \( C(0, \infty) \). By the Banach theorem [9], Section 2, \( \hat{G} \) is bounded on \( C(0, \infty) \). Clearly, it is bounded on \( C(0, T), T < \infty \). Consider also the equation

\[ \dot{y}_\epsilon(t) = \epsilon y_\epsilon(t) + \int_0^\eta e^{\epsilon \tau} R(t, d\tau)y_\epsilon(t - \tau) + f(t). \]

According to (5.5),

\[ \frac{d}{dt}(y - y_\epsilon)(t) = \int_0^\eta d\tau R(t, d\tau)y(t - \tau) - \epsilon y_\epsilon(t) - \int_0^\eta e^{\epsilon \tau} d\tau R(t, d\tau)y_\epsilon(t - \tau) \]

\[ = \int_0^\eta d\tau R(t, d\tau)(y(t - \tau) - y_\epsilon(t)) = f_\epsilon(t), \]
Then (5.5) can be written as

$$f_e(t) = -\varepsilon y_e(t) + \int_0^\eta (1 - e^{\varepsilon \tau}) d\tau R(t, d\tau) y_e(t - \tau).$$

Consequently, $y - y_e = \hat{G} f_e$. For simplicity put $|y|_T = \sup_{0 \leq t \leq T} ||y(t)||_n$ ($T < \infty$). Then

$$|f_e|_T \leq |y_e|_T (\varepsilon + V(R)(e^{\varepsilon \eta} - 1)).$$

So

$$|y_e|_T \leq |y|_T + |y_e|_T |\hat{G}|_T (\varepsilon + V(R)(e^{\varepsilon \eta} - 1)).$$

Thus for a sufficiently small $\varepsilon$,

$$|y_e|_T \leq |y|_T (1 - |\hat{G}|_T (\varepsilon + V(R)(e^{\varepsilon \eta} - 1)))^{-1}.$$

Hence, letting $t \to \infty$, by the Banach-Steinhaus theorem, we get

$$\|y_e\|_{C(0, \infty)} \leq \|y\|_{C(0, \infty)} (1 - \|\hat{G}\|_{C(0, \infty)} (\varepsilon + V(R)(e^{\varepsilon \eta} - 1)))^{-1}.$$

By the previous lemma, $x_1$ is bounded. Now (5.10) proves the exponential stability. As claimed. \qed

The latter lemma generalizes Theorem 4.15 from [5], and therefore it generalizes the Bohl-Perron principle for ordinary differential equations to functional differential equations.

**Proof of Theorem 1.1.** For a vector-valued function $u$ defined on $[-\eta, \infty)$ and a fixed $s \geq 0$, put

$$E(s)u(t) = \int_0^\eta R(s, d\tau) u(t - \tau).$$

Then (5.5) can be written as

$$\dot{y}(t) = E(s)y(t) + [E(t) - E(s)]y(t) + f(t).$$

By the Variation of Constants formula

$$y(t) = \int_0^t \hat{G}_s(t - t_1) [(E(t_1) - E(s))y(t_1) + f(t_1)] dt_1. \quad (5.12)$$

Thanks to condition (1.2), for all $s \leq t$ we obtain

$$||[E(t) - E(s)]y(t)||_n = \left|\left| \int_0^\eta [R(\tau, d\tau) - R(s, d\tau)] y(t - \tau) \right|\right|_n \leq q|t - s||y|_{C(0, t)}.$$ \quad (5.13)

Note that for an $\varepsilon > 0$, we have

$$\int_0^\infty \|\hat{G}_s(t)\|_n dt \leq \int_0^{\varepsilon} \|\hat{G}_s(t)\|_n dt + \frac{1}{\varepsilon} \int_\varepsilon^\infty t \|\hat{G}_s(t)\|_n dt \leq c_1$$

where

$$c_1 = \sup_{s \geq 0} \int_0^{\varepsilon} \|\hat{G}_s(t)\|_n dt + \frac{1}{\varepsilon} \chi.$$  

Now (5.12) and (5.13) imply

$$\|y\|_{C(0, t)} \leq c_1 \|f\|_{C(R, \varepsilon)} + \|y\|_{C(0, t)} \int_0^t \|\hat{G}_s(t - t_1)\|_n q|t_1 - s| dt_1.$$
Take \( s = t \). Then
\[
\int_0^t \| \hat{G}_s(t - t_1) \|_n |t_1 - s| dt_1 = \int_0^t \| \hat{G}_t(t - t_1) \|_n (t - t_1) dt_1 \]
\[
= \int_0^t \| \hat{G}_t(u) \|_n u du \leq \int_0^\infty \| \hat{G}_t(u) \|_n u du \leq \chi.
\]
Thus \( \| y \|_{C(0,t)} \leq c_1 \| f \|_{C(R_+)} + q\chi \| y \|_{C(0,t)} \). Now the condition \( q\chi < 1 \) implies
\[
\| y \|_{C(R_+)} \leq \frac{c_1 \| f \|_{C(R_+)}}{1 - q\chi}.
\]
So for any bounded \( f \) the solution to (5.5), (5.6) is uniformly bounded. Now Lemma 5.5 proves the theorem. □

To prove Theorem 2.1, consider the equation
\[
\dot{x}(t) = A(t)x(t) + \int_0^\eta d_{\tau} R_0(t, \tau)x(t - \tau) + f(t)
\]
and denote by \( U(t, s) (t \geq s \geq 0) \) the evolution operator of the equation
\[
\dot{y}(t) = A(t)y(t).
\]
Introduce the operator \( \hat{U} \) by
\[
\hat{U} f(t) = \int_0^t U(t, s)f(s)ds.
\]

**Lemma 5.6.** Let the condition
\[
\| \hat{U} \|_{C(0,\infty)} < \frac{1}{V(R_0)},
\]
hold. Then any solution of (5.14) with \( f \in C(R_+) \) and the zero initial condition satisfies the inequality
\[
\| x \|_{C(0,\infty)} \leq (1 - V(R_0))^{-1} \| \hat{U} \|_{C(0,\infty)} \| f \|_{C(0,\infty)}.
\]

**Proof.** Put
\[
E_0 x(t) = \int_0^\eta d_{\tau} R_0(t, \tau)x(t - \tau).
\]
Equation (5.14) is equivalent to the following one:
\[
x(t) = \int_0^t U(t, s)(E_0 x(s) + f(s))ds.
\]
Hence,
\[
\| x \|_{C(0,\infty)} \leq \| \hat{U} \|_{C(0,\infty)} (\| E_0 x \|_{C(0,\infty)} + \| f \|_{C(0,\infty)}).
\]
It is simple to check that \( \| E_0 x \|_{C(0,\infty)} \leq V(R_0) \| E_0 x \|_{C(0,\infty)}. \) Hence, by (5.16) we arrive at the required result. □

The previous lemma and Lemma 5.5 imply

**Corollary 5.7.** Let conditions (2.2) and (5.16) hold. Then equation (2.1) is exponentially stable.
Proof of Theorem 2.1. Consider the equation
\[ \dot{x}(t) = A(t)x(t) + f(t) \]  
with the zero initial condition \( x(0) = 0 \). Rewrite it as
\[ \dot{x}(t) = A(s)x(t) + (A(t) - A(s))x(t) + f(t). \]
Hence
\[ x(t) = \int_0^t e^{A(s)(t-t_1)}[(A(t_1) - A(s))x(t_1) + f(t_1)]dt_1. \]
Take \( s = t \). Then
\[ \|x(t)\|_n \leq \int_0^t \|e^{A(t)(t-t_1)}\||A(t_1) - A(t_1)||x(t_1)\|dt_1 + c_0, \]
where
\[ c_0 := \sup_s \sup_t \int_0^t \|e^{A(s)(t-t_1)}\||_n\|f(t_1)\|_n dt_1 \leq \|f\|_{C(R_+)} \sup_s \int_0^\infty \|e^{A(s)t_1}\|_n dt_1 \leq \nu_A \|f\|_{C(R_+)} \]
Thus, by (2.2), for any \( T < \infty \),
\[ \sup_{t \leq T} \|x(t)\|_n \leq c_0 + q_0 \sup_{t \leq T} \|x(t)\|_n \int_0^T \|e^{A(t)(t-t_1)}\||t_1 - T|dt_1 \]
\[ \leq c_0 + q_0 \sup_{t \leq T} \|x(t)\|_n \int_0^T \|e^{A(t)u}\| du \leq c_0 + q_0 \tilde{\chi}_0 \sup_{t \leq T} \|x(t)\|_n. \]
By (2.3), we have \( q_0 \tilde{\chi}_0 < 1 \). So
\[ \|x\|_{C(R_+)} \leq (1 - q_0 \tilde{\chi}_0)^{-1}c_0 = (1 - q_0 \tilde{\chi}_0)^{-1}\nu_A \|f\|_{C(R_+)} \]
That is,
\[ \|\hat{U}\|_{C(0,\infty)} < (1 - q_0 \tilde{\chi}_0)^{-1}\nu_A. \]
Now condition (2.3) implies (5.16). Hence, the required results is due to Corollary 5.7. \( \square \)

To prove the next lemma, which is a basis of the proof of Theorem 3.1, consider the equation
\[ \dot{x}(t) = \int_0^\eta R_1(d\tau)x(t - \tau), \]  
where \( R_1 \) is additive with
\[ V_1(R_1) := \int_0^\eta \tau\|R_1(d\tau)\|_n < \infty. \]

Lemma 5.8. Let \( Y(t) = tZ(t) \), where \( Z(t) \) is the fundamental solution to (5.18). If, in addition,
\[ \|Z\|_{L^1} = \int_0^\infty \|Z(t)\|_n dt < \infty, \]
then \( \|Y\|_{L^1} \leq \|Z\|_{L^1}^2(1 + V_1(R_1)) \).
Proof. By (5.18)

\[ \dot{Y}(t) = t\dot{Z}(t) + Z(t) = t \int_{0}^{\eta} R_1(d\tau)Z(t-\tau) + Z(t) \]

Thus,

\[ \dot{Y}(t) = \int_{0}^{\eta} R_1(d\tau)Y(t-\tau) + F(t) \]

where

\[ F(t) = \int_{0}^{\eta} \tau R(d\tau)Z(t-\tau) + Z(t). \]

Hence,

\[ Y(t) = \int_{0}^{t} Z(t-t_1)F(t_1)dt_1. \]

By the Young inequality for convolutions, cf. [2], page 141, Theorem 9.4.1, \( \|Y\|_{L^1} \leq \|Z\|_{L^1}\|F\|_{L^1} \). But \( \|F\|_{L^1} \leq \|Z\|_{L^1}(1 + V_1(R_1)) \). We thus have established the required result.

Concluding remarks: We have established explicit exponential stability conditions for a class of linear multivariable retarded systems with slowly varying coefficients. As the example shows, in appropriate situations these conditions enable us to avoid the constructing of the Lyapunov type functionals.
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