EXACT CONTROLLABILITY OF THE 1-D WAVE EQUATION FROM A MOVING INTERIOR POINT
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Abstract. We consider the linear wave equation with Dirichlet boundary conditions in a bounded interval, and with a control acting on a moving point. We give sufficient conditions on the trajectory of the control in order to have the exact controllability property.
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1. Introduction

We consider the one-dimensional linear wave equation, on a finite interval domain \((0, L)\), with an interior control \(f\) which acts on a single moving point \(x = \gamma(t)\),

\[
\begin{align*}
  u_{tt} - u_{xx} &= f(t)\delta_{\gamma(t)}(x), & 0 < x < L, 0 < t < T, \\
  u(0, t) &= u(L, t) = 0, & 0 < t < T, \\
  u(x, 0) &= u^0(x), u_t(x, 0) = u^1(x) & 0 < x < L.
\end{align*}
\]

Here, \(\delta_{\gamma(t)}\) represents the Dirac measure on \(x = \gamma(t)\) and the function \(\gamma\) describes the trajectory in time of the location of the control. We assume that the function \(\gamma : [0, T] \to (0, L)\) is piecewise \(C^1\) in \([0, T]\).

We are interested in the following exact controllability problem: Given \(T > 0\), some initial data \((u^0, u^1)\) and final data \((v^0, v^1)\), find a control \(f\) such that the solution \(u\) of (1.1) satisfies

\[
u(x, T) = v^0(x), \quad u_t(x, T) = v^1(x), \quad \forall x \in (0, L).
\]
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only eigenfunction of the Laplacian with homogeneous Dirichlet boundary conditions and vanishing on \( x = \gamma \) is the identically zero one (see [1,11,13] or the more recent Ref. [5], for example). In the sequel, the points \( \gamma \) for which this spectral property is satisfied will be referred to as strategic points.

The property of \( \gamma \) being strategic is difficult to establish in practice since it is extremely unstable. In fact \( \gamma \in (0,L) \) is strategic if and only if it is irrational with respect to the length of the interval \( L \). Consequently, controllability properties over points are hard to use in practice.

To overcome this difficulty one may consider controls supported on moving points \( \{ \gamma(t)\}_{0 \leq t \leq T} \), as suggested in [13] (the same strategy is analyzed in the context of feedback stabilization in [2]). The main advantage of moving controls is that it is easy to construct trajectories \( \{ \gamma(t)\}_{0 \leq t \leq T} \) for which the strategic property holds for \( \gamma(t) \in (0,L) \) a.e. in \( t \in [0,T] \). For example, this is the case when we assume that the control is located at a point that moves in time with constant velocity. In this case, \( \gamma(t) \) is irrational, and therefore strategic, a.e. in \( t \in [0,T] \). Therefore, the exact controllability is likely to hold for such moving controls. The aim of this work is to show that this is indeed the case under suitable conditions on the function \( \gamma(t) \).

This problem has been previously studied in [8] and [9] where some sufficient conditions on the curve are given. Here we introduce a new approach that provides the exact controllability property for a larger class of curves. In contrast, our approach provides controls in \( (H^1(0,T))' \), the dual space of \( H^1(0,T) \). We do not know if it can be adapted to obtain \( L^2 \)–controls, at least in an easy way, due to the fact that the system is not autonomous.

It is worth noting that in the context of parabolic equations a similar situation appears. We refer to [1,4,8,13] and the references therein for a detailed analysis of this related problem.

The rest of this paper is divided as follows: in Section 2 we state the main results, namely the existence of solutions for system (1.1) in suitable functional spaces and the exact controllability property. Both results can be reduced, by classical duality arguments, to some suitable regularity and observability estimates for the uncontrolled wave equation respectively. In Section 3 we give some examples of curves for which the exact controllability property holds. In Section 4 we give the proof of the observability estimates. Finally, in Section 6 we study the existence of weak solutions of (1.1) and in Section 7 we briefly comment the HUM method that allows to obtain the controllability result from the observability inequality.

2. MAIN RESULTS

We first state the well-posedness of system (1.1). The control \( f(t) \) in (1.1) is assumed to belong to \( (H^1(0,T))' \), the dual space of \( H^1(0,T) \), and the initial data \( (u^0,u^1) \) in the class

\[
(u^0,u^1) \in L^2(0,L) \times H^{-1}(0,L).
\]

We define the weak solutions of system (1.1) by transposition (see [10]). To do that let \( \psi \in L^1(0,T;L^2(0,L)) \) be a function and consider the non-homogeneous adjoint wave equation

\[
\begin{aligned}
\varphi_{tt} - \varphi_{xx} &= \psi(x,t) \quad &\text{in } 0 < x < L, \ 0 < t < T, \\
\varphi(0,t) &= \varphi(L,t) = 0 \quad &\text{in } 0 < t < T, \\
\varphi(x,T) &= \varphi_t(x,T) = 0, \quad &\text{in } 0 < x < L, \ 0 < t < T. 
\end{aligned}
\]

(2.3)

It is well known that system (2.3) admits a unique solution \( \varphi \) of (2.3) in the class

\[
\varphi \in C([0,T]; \ H^1_0(0,L)) \cap C^1([0,T]; \ L^2(0,L)).
\]

(2.4)
Multiplying the equations in (1.1) by \( \varphi \) and integrating by parts we easily obtain, at least formally, the following identity:

\[
\langle u^1(x), \varphi(x,0) \rangle_1 - \int_0^L u^0(x) \varphi_t(x,0) \, dx + \langle f, \varphi(\gamma(t),t) \rangle_1^t
\]

\[
= \int_0^T \int_0^L \psi(x,t) u(x,t) \, dx \, dt, \quad \text{for all } \psi \in L^1(0,T;L^2(0,L)),
\]

where \( \langle \cdot, \cdot \rangle_1 \) and \( \langle \cdot, \cdot \rangle_1^t \) denote the duality products in \( H^1_0(0, L) \) and \( H^1(0, T) \) respectively.

We adopt identity (2.5) as the definition of solutions of (1.1), in the sense of transposition.

The following result establishes the existence of solutions for system (1.1).

**Theorem 2.1.** Assume that \( \gamma : [0,T] \to (0,L) \) is in the class \( \gamma \in C^1([0,T]) \) piecewise, i.e. there exists a partition of \([0,T], 0 = t_0 < t_1 < \ldots < t_n = T, \) such that \( \gamma \in C^1([t_i,t_{i+1}]) \) for all \( i = 0, \ldots, n-1. \) Assume also that this partition can be chosen in such a way that \( 1 - |\gamma'(t)| \) does not change the sign in \( t \in [t_i,t_{i+1}], \) for all \( i = 0, 1, \ldots, n-1. \) Given any initial data \((u^0, u^1) \in L^2(0,L) \times H^{-1}(0,1)\) and \( f \in (H^1(0,T))^t, \) there exists an unique solution \( u \) of (1.1), in the sense of transposition, in the class

\[
u \in C([0,T]; L^2(0,L)), \quad u_t \in L^2(0,T; H^{-1}(0,1)).
\]

Moreover, there exists a one-to-one correspondence between the data and the solution in the given spaces.

Concerning the exact controllability problem of system (1.1) we have to consider further hypothesis on the curve \( \gamma. \)

**Definition 2.2.** We say that a curve \( \gamma : [0,T] \to (0,L) \) is an ‘admissible trajectory’ if system (1.1) is exactly controllable, i.e. for any initial data \((u^0, u^1) \in L^2(0,L) \times H^{-1}(0,1)\) and final data \((v^0, v^1) \in L^2(0,L) \times H^{-1}(0,1),\) there exists a control \( f \in (H^1(0,T))^t \) such that the solution \( u \) of (1.1) satisfies (1.2).

**Remark 2.3.** When dealing with control problems for the wave equation, the finite speed of propagation affects to the minimal time interval necessary for controllability \([0,T_{\text{min}}]\). The value \( T_{\text{min}} \) is usually given by an optical geometric condition requiring that any ray, starting anywhere in the domain and with any initial direction, must meet the controllability zone before the time \( T_{\text{min}}. \) According to this, an admissible trajectory requires both geometric constraints and a condition on the length of the time interval \([0,T]\), that must be sufficiently large.

**Theorem 2.4.** Assume that \( \gamma \in C^1([0,T]) \) piecewise and it satisfies the following hypothesis:

1. There exists constants \( c_1, c_2 > 0 \) and a finite number of open subintervals \( I_j \subset [0,T] \) with \( j = 0, \ldots, J \) such that, for each subinterval \( I_j, \gamma \in C^1(I_j) \) and it satisfies the following two conditions
   - \( c_1 \leq |\gamma'(t)| \leq c_2 \) for all \( t \in I_j, \)
   - \( 1 - |\gamma'(t)| \) does not change the sign in \( t \in I_j. \)

   We assume, without loss of generality, that there exists \( j_1 \) with \(-1 \leq j_1 \leq J \) such that \( \gamma(t) \) is decreasing in \( I_j \) for \( 0 \leq j \leq j_1 \), and \( \gamma(t) \) is increasing in \( I_j \) for \( j_1 < j \leq J. \) Here, \( j_1 = -1 \) corresponds to the case where \( \gamma(t) \) is increasing in all the subintervals \( I_j. \) Analogously, \( j_1 = J \) corresponds to the case where \( \gamma(t) \) is decreasing in all the subintervals \( I_j. \)

2. For each \( j = 0, \ldots, J, \) let \( U_j \) be the subintervals defined as follows:

\[
U_j = \begin{cases} 
\{ s - \gamma(s) \text{ with } s \in I_j \} & \text{if } j \leq j_1, \\
\{ s + \gamma(s) \text{ with } s \in I_j \} & \text{if } j > j_1.
\end{cases}
\]

Then, there exists an interval \( W_1 \) with length \( (W_1) > 2L \) such that

\[
W_1 \subset \bigcup_{j=0}^J U_j.
\]
3. For each \( j = 0, \ldots, J \), let \( V_j \) be the subintervals defined as follows:

\[
V_j = \begin{cases} 
\{ s + \gamma(s) \text{ with } s \in I_j \} & \text{if } j \leq j_1, \\
\{ s - \gamma(s) \text{ with } s \in I_j \} & \text{if } j > j_1.
\end{cases}
\]

Then, there exists a subinterval \( W_2 \), with length \( (W_2) \leq \text{length} \ (W_1) \), such that

\[
\bigcup_{j=0}^J V_j \subset \overline{W_2},
\]

and

\[ V_j \cap V_k = \emptyset, \text{ if } j \neq k. \]

Then \( \gamma \) is admissible in the sense of Definition 2.2.

The proof of the existence result above (Thm. 2.1) can be obtained from a suitable regularity property stated below (estimate (4.11)) by a duality argument. We refer to [10] for a general description, and [6] or [3] where this is done for similar problems. The novelty in the present situation is that the system (1.1) is not autonomous. We give the proof of Theorem 2.1 in Section 6 below.

The exact controllability property (Thm. 2.4) is also a straightforward consequence of the observability inequality (4.12) below and the Hilbert Uniqueness Method introduced by Lions in [12]. We give the proof in Section 7. We also refer to [3,6] where this method is applied for similar problems.

3. Admissible trajectories

In this section we show some examples of curves \( \gamma \) that satisfy the hypothesis of Theorem 2.4 and therefore are admissible trajectories for the exact controllability of system (1.1), in the sense of Definition 2.2.

Example 3.1 (slowly decreasing trajectories, as plotted on the right hand side of Fig. 1). Assume that \( \gamma \in C^1([0,T]) \) satisfies the following:

1. \(-1 \leq \gamma'(t) \leq -c_1\) for some constant \( c_1 > 0 \) and for all \( t \in [0,T] \),
2. the time \( T \) is large enough to have \( T - \gamma(T) + \gamma(0)2L \).

Then \( \gamma \) is an admissible trajectory in the sense of Definition 2.2. In fact we easily check that the hypothesis of Theorem 2.4 are satisfied with the interval \( I_0 = (0,T) \). In this case, \( U_0 = (-\gamma(0),-\gamma(T)+T) = W_1 \) and \( V_0 \subset \{ \gamma(0), T+\gamma(T) \} = W_2 \). The condition \(-1 \leq \gamma'(t)\) guarantees that \( V_0 \) is a proper interval, i.e. \( T + \gamma(T) - \gamma(0) \geq 0 \). In fact, this inequality is easily obtained by integrating \(-1 \leq \gamma'(t)\) in \( t \in (0,T) \).

Note also that, by the hypothesis 2 above, the length of \( U_0 \) is greater than \( 2L \) and the second hypothesis in Theorem 2.4 holds. On the other hand, the hypothesis 3 in Theorem 2.4 is easily checked since the length of \( U_0 \) is also greater than the length of \( V_0 \) due to the fact that \( \gamma \) is decreasing in \([0,T]\).

The second condition above, i.e. \( T - \gamma(T) + \gamma(0) > 2L \), provides an estimate of the minimal time for controllability which turns out to be optimal in some particular cases. For example, if we take \( L \geq 1 \), \( \gamma(t) = L/2 - t/4 \), and \( T > 8L/5 \) we have an admissible trajectory since it satisfies the conditions above. The time \( T = 8L/5 \) is minimal in the sense that it is the time required for a ray starting at \( x_0 = L/2 \) with initial velocity \( x'(0) = 1/2 \), to meet the controllability zone, following the optical geometric laws (see Rem. 2.3).

Example 3.2 (slowly increasing trajectories, as plotted on the left hand side of Fig. 1). Assume that \( \gamma \in C^1([0,T]) \) satisfies the following:

1. \( 0 < c_1 \leq \gamma'(t) \leq 1 \) for all \( t \in [0,T] \),
2. the time \( T \) is large enough to have \( T + \gamma(T) - \gamma(0)2L \).
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Then $\gamma$ is admissible. Again, we easily check that the hypothesis of theorem are satisfied with the interval $I_0 = (0, T)$.

**Example 3.3** (rapidly decreasing trajectories). In this section we assume that $\gamma'(t) \leq -1$. Obviously, such a trajectory will meet the boundary of the domain in short time and it is not expected to have an admissible trajectory $\gamma \in C^1([0,T])$ (see Rem. 2.3). Thus, we will assume that the trajectory is piecewise $C^1$ and it is decreasing only in some intervals, where it is also $C^1$. More precisely, we assume that:

(a) there exists a family of open subintervals $I_j = (a_j, b_j) \subset (0, T)$ with $j = 0, \ldots, J$, and the interval $\omega = (\omega_1, \omega_2) \subset (0, \Omega)$ such that $\gamma : (a_j, b_j) \rightarrow (\omega_1, \omega_2)$;
(b) there exists $c_2 > 0$ such that $-c_2 < \gamma'(t) \leq -1$ for all $t \in (a_j, b_j)$ and for all $j = 0, 1, \ldots, J$;
(c) $0 = a_0 < a_1 < \ldots < a_J < T$ and $0 < b_0 < b_1 < \ldots < b_J = T$;
(d) $a_{j+1} - \gamma(a_{j+1}) \leq b_j - \gamma(b_j)$, for all $j = 0, 1, \ldots, J - 1$;
(e) $b_{j+1} + \gamma(b_{j+1}) \geq a_j + \gamma(a_j)$, for all $j = 0, 1, \ldots, J - 1$;
(f) $\gamma(0) = \omega_2$, $\gamma(T) = \omega_1$;
(g) $T - \gamma(T) + \gamma(0) > 2L$.

Then, $\gamma$ is admissible. In Figure 2 we show an example of such trajectory. It is interesting to note that the intervals $I_j$ do not cover necessarily the whole interval $(0, T)$. This is only the case if $a_j = b_{j-1}$ for all $j = 1, \ldots, J$. Obviously, this trajectory can be completed with piecewise $C^1$ curves outside $I_j$ and the result still holds (see the right hand side of Fig. 2).

Let us prove that $\gamma$ satisfies the conditions of Theorem 2.4. The first condition is a direct consequence of the hypothesis (b) above. In order to check the second condition in Theorem 2.4 we define $U_j = \{s - \gamma(s) \text{ with } s \in I_j\}$ and $W_1 = (-\omega_2, T - \omega_1)$. Then by hypothesis (d) and (f),

$$W_1 = (-\gamma(0), T - \gamma(T)) \subset \bigcup_{j=0}^{J} (a_j - \gamma(a_j), b_j - \gamma(b_j)) = \bigcup_{j=0}^{J} U_j,$$

and by hypothesis (g) the length of $W_1$ is equal or greater than $2L$. We refer to Figure 3 for a geometrical interpretation of this condition on the intervals $U_j$.
Figure 2. Rapidly decreasing trajectory that satisfies the conditions to be admissible. In particular we see that $a_{j+1} - \gamma(a_{j+1}) \leq b_j - \gamma(b_j)$ and $b_{j+1} + \gamma(b_{j+1}) \geq a_j + \gamma(a_j)$ (left). The result still holds if we complete the trajectory by piecewise $C^1$ curves in order to have a continuous trajectory (right).

Figure 3. Rapidly decreasing trajectory that satisfies the conditions to be admissible. Here we show the geometrical interpretation of $U_j$ and $V_j$.

Now we check the third condition in Theorem 2.4. Define $V_j = \{s + \gamma(s) \text{ with } s \in I_j\}$ and $W_2 = (b_0 + \omega_1, a_J + \omega_2)$. By hypothesis (c) and (e), $V_j \cap V_k = \emptyset$ if $j \neq k$ and

$$
\bigcup_{j=0}^{J} (b_j + \gamma(b_j), a_j + \gamma(a_j)) \subset [b_0 + \gamma(b_0), a_J + \gamma(a_J)] \subset W_2.
$$

(3.8)
The last inclusion is obtained from the fact that both $\gamma(b_0), \gamma(a_J) \in (\omega_1, \omega_2)$ which is deduced by hypothesis (a). On the other hand,

$$W_2 \subset (\omega_1, T + \omega_2),$$

which has the same length as $W_1$. Thus, the third condition in Theorem 2.4 is a direct consequence of (3.8) and (3.9).

**Example 3.4** (rapidly increasing trajectories). We assume that:

(a) there exists a family of open subintervals $I_j = (a_j, b_j) \subset (0, T)$ with $j = 0, \ldots, J$, and the interval $\omega = (\omega_1, \omega_2) \subset (0, L)$ such that $\gamma: (a_j, b_j) \rightarrow \omega$;

(b) there exists $c_2 > 0$ such that $1 \leq \gamma'(t) < c_2$ for all $t \in (a_j, b_j)$ and for all $j = 0, 1, \ldots, J$;

(c) $0 = a_0 < a_1 < \ldots < a_J < T$ and $0 < b_0 < b_1 < \ldots < b_J = T$;

(d) $a_{j+1} + \gamma(a_{j+1}) \leq b_j + \gamma(b_j)$;

(e) $b_{j+1} - \gamma(b_{j+1}) \geq a_j - \gamma(a_j)$ for all $j = 0, 1, \ldots, J - 1$;

(f) $\gamma(0) = \omega_1, \gamma(T) = \omega_2$;

(g) $T + \gamma(T) - \gamma(0) > 2L$.

Then, $\gamma$ is admissible. The proof is analogous to the previous case.

**Example 3.5** (saw-teeth trajectories). As we said in Remark 2.3 above, when dealing with control problems for the wave equation, the minimal time for controllability $T_{\text{min}}$ is usually given by the a optical geometric condition. We show that for some trajectories, like in Figure 4, controllability holds for any time $T$ strictly larger than this critical value $T_{\text{min}}$. To simplify we consider the case where $\gamma$ is constituted by characteristic lines. We consider $(\omega_1, \omega_2) \subset (0, L)$, and $L^* > L$ to avoid the critical time for observability. We assume that there exists two natural numbers $k, m$ such that

$$L^* = k(\omega_2 - \omega_1), \quad 2\omega_2 = m(\omega_2 - \omega_1).$$

Let $n = \max\{m - 1, 2k - m\}$. Consider the following periodic characteristic curve:

$$\gamma(t) = \begin{cases} -t + \omega_2, & \text{if } t \in [0, \omega_2 - \omega_1], \\ t + 2\omega_1 - \omega_2, & \text{if } t \in [\omega_2 - \omega_1, 2(\omega_2 - \omega_1)], \\ \gamma(t - j2(\omega_2 - \omega_1)) & \text{for all } t \in [(j-1)2(\omega_2 - \omega_1), j2(\omega_2 - \omega_1)], \quad \forall 2 \leq j \leq n. \end{cases}$$
We define
\[ I_j = ((j-1)(\omega_2 - \omega_1), j(\omega_2 - \omega_1)), \quad 1 \leq j \leq n, \]
\[ U_j = \{ t - \gamma(t) \text{ with } t \in I_j \}, \quad 1 \leq j \leq n, \text{ and } j \text{ odd.} \]
\[ U_j = \{ t + \gamma(t) \text{ with } t \in I_j \}, \quad 1 \leq j \leq n, \text{ and } j \text{ even.} \]

Note that \( V_j \) is reduced to an unique point for all \( j \geq 1 \), due to the fact that \( \gamma(t) \) is a characteristic curve in \( I_j \). It is very easy to check that \( \gamma \) satisfies all the conditions in Theorem 2.4. The time of control is:
\[ T = \max\{2\omega_2 - (\omega_2 - \omega_1), 2(L* - \omega_2)\}. \]

Note that, for \( L^* = L \) we obtain the minimal time required for any ray to cross the curve \( \gamma \) with an angle larger than \( \pi \). Here we consider any \( L^* \) larger than \( L \).

4. Observability

The main results in this paper can be obtained from some inequalities for the uncontrolled wave equation. In this section we prove these inequalities.

Consider the system
\[ \begin{cases} 
\varphi_{tt} - \varphi_{xx} = 0, & \text{in } 0 < x < L, 0 < t < T, \\
\varphi(0, t) = \varphi(L, t) = 0, & \text{in } 0 < t < T, \\
\varphi(x, 0) = \varphi^0(x), \varphi_t(x, 0) = \varphi^1(x), & \text{in } 0 < x < L. 
\end{cases} \tag{4.10} \]

We assume that \( (\varphi^0, \varphi^1) \in H^1_0(0, L) \times L^2(0, L) \). The following result holds:

**Proposition 4.1.** Assume that \( \gamma \) satisfies the hypothesis of Theorem 2.1. Then, there exists a constant \( c(\gamma) > 0 \) such that the solution \( \varphi \) of (4.10) satisfies
\[ \int_0^T \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 dt \leq c(\gamma) \left\| (\varphi^0, \varphi^1) \right\|_{H^1_0 \times L^2}^2. \tag{4.11} \]

Moreover, if \( \gamma \) satisfies the hypothesis of Theorem 2.4, then there exists a constant \( C(\gamma) > 0 \) such that
\[ \left\| (\varphi^0, \varphi^1) \right\|_{H^1_0 \times L^2}^2 \leq C(\gamma) \int_0^T \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 dt. \tag{4.12} \]

**Remark 4.2.** Estimate (4.11) is a regularity result for the trace of the solution of the wave equation \( \varphi(x, t) \) on the curve defined by the trajectory \( \gamma \). This result cannot be obtained from classical arguments or semigroup theory.

Estimate (4.12) is an observability inequality which establishes that the total energy of the solutions of the wave equation can be estimated from the value of the solution \( \varphi \) at \( \gamma(t) \) for a large enough time interval \( t \in (0, T) \).

The constant \( C(\gamma) \) in (4.12) depends on the bounds for \( \gamma' \), \( c_1 \) and \( c_2 \). As we show in the proof, it blows up as \( c_1 \to 0 \) or \( c_2 \to \infty \).

**Proof.** Note that it is enough to consider smooth solutions since for low regular ones we can argue by density. We first prove the estimate (4.11).

Note also that it suffices to prove this inequality in the particular case in which \( \gamma \in C^1([0, T]) \) and \( 1 - |\gamma'(t)| \) does not change the sign in \( t \in [0, T] \). In the general case, for piecewise \( C^1 \) functions satisfying the hypothesis of the theorem, we can argue on each subinterval where the function is \( C^1 \) and then add the resulting inequalities.
We observe that, in the one-dimensional wave equation, it is possible to change the variables \( x \) by \( t \) and \( t \) by \( x \) without altering the equation. Thus, D’Alembert formula can be used to obtain the solution \( \varphi(x, t) \) in terms of the solution at one extreme, say \( x = 0 \), instead of the data at \( t = 0 \) as usual. Indeed, we have

\[
\varphi(x, t) = \frac{1}{2}[\varphi(0, t - x) + \varphi(0, t + x)] + \frac{1}{2} \int_{t-x}^{t+x} \varphi_x(0, s) \, ds. \tag{4.13}
\]

If \( \varphi \) is defined on \( (x, t) \in [0, L] \times [0, T] \) this formula holds only for those values \( (x, t) \) for which \( 0 \leq t-x \leq t+x \leq T \). However, we can extend the solution of the wave equation \( \varphi \) to \( (x, t) \in (0, L) \times (-\infty, \infty) \) and formula (4.13) is still valid for the whole domain \( (x, t) \in (0, L) \times (0, T) \). This is always possible because the wave equation with Cauchy data at \( t = 0 \) is well-posed for \( t \geq 0 \) and \( t \leq 0 \).

In particular, taking into account the homogeneous Dirichlet boundary conditions in (4.10) we have

\[
\varphi(\gamma(t), t) = \frac{1}{2} \int_{t-\gamma(t)}^{t+\gamma(t)} \varphi_x(0, s) \, ds.
\]

Therefore,

\[
2 \frac{d}{dt} \varphi(\gamma(t), t) = (1 + \gamma'(t))\varphi_x(0, t + \gamma(t)) - (1 - \gamma'(t))\varphi_x(0, t - \gamma(t)),
\]

and we have,

\[
4 \int_0^T \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt \leq 2 \int_0^T (1 + \gamma'(t))^2 \left| \varphi_x(0, t + \gamma(t)) \right|^2 \, dt + 2 \int_0^T (1 - \gamma'(t))^2 \left| \varphi_x(0, t - \gamma(t)) \right|^2 \, dt
\]

\[
\leq 2 \sup_{t \in [0, T]} |1 + \gamma'(t)| \int_0^T \left| \varphi_x(0, t + \gamma(t)) \right|^2 |1 + \gamma'(t)| \, dt
\]

\[
+ 2 \sup_{t \in [0, T]} |1 - \gamma'(t)| \int_0^T \left| \varphi_x(0, t - \gamma(t)) \right|^2 |1 - \gamma'(t)| \, dt. \tag{4.15}
\]

In order to simplify the two integrals on the right hand side we introduce a suitable change of variables. As we show below, this requires that \( 1 - |\gamma'(t)| \) does not change its sign in \( t \in [0, T] \).

To fix ideas we assume that \( 1 - |\gamma'(t)| \geq 0 \) in \( t \in [0, T] \). The other case, i.e. when \( 1 - |\gamma'(t)| \leq 0 \) in \( t \in [0, T] \), requires a similar analysis and we omit it.

Let us introduce the set \( I_1 \subset [0, T] \) defined by

\[
I_1 = \{ t \in [0, T], \text{ such that } 1 + \gamma'(t) \neq 0 \}.
\]

Note that the function \( s(t) = t + \gamma(t) \) is injective in \( I_1 \) and therefore it can be used as a change of variables for the first integral in the right hand side of (4.15). In this way, we have

\[
\int_0^T \left| \varphi_x(0, t + \gamma(t)) \right|^2 |1 + \gamma'(t)| \, dt = \int_{I_1} \left| \varphi_x(0, t + \gamma(t)) \right|^2 |1 + \gamma'(t)| \, dt
\]

\[
= \int_{I_1 + \gamma(I_1)} \left| \varphi_x(0, s) \right|^2 \, ds \leq \int_{\gamma(0)}^{T+\gamma(T)} \left| \varphi_x(0, s) \right|^2 \, ds. \tag{4.16}
\]

Analogously, if we define \( I_2 \subset [0, T] \) as

\[
I_2 = \{ t \in [0, T], \text{ such that } 1 - \gamma'(t) \neq 0 \},
\]
then \( s(t) = t - \gamma(t) \) is injective in \( I_2 \) and therefore the second integral in the right hand side of (4.15) can be estimated as follows,

\[
\int_0^T |\varphi_x(0, t - \gamma(t))|^2 |1 - \gamma'(t)| \, dt = \int_{I_2} |\varphi_x(0, t - \gamma(t))|^2 |1 - \gamma'(t)| \, dt
\]

\[
= \int_{I_2 - \gamma(I_2)} |\varphi_x(0, s)|^2 \, ds \leq \int_{-\gamma(0)}^{T-\gamma(T)} |\varphi_x(0, s)|^2 \, ds. \tag{4.17}
\]

Combining (4.15)–(4.17) we obtain,

\[
4 \int_0^T \left| \frac{d}{dt} \varphi(t, t) \right|^2 \, dt \leq 2 \max_{t \in [0, T]} |1 + \gamma'(t)| \int_{\gamma(0)}^{T+\gamma(T)} |\varphi_x(0, s)|^2 \, ds + 2 \max_{t \in [0, T]} |1 - \gamma'(t)| \int_{-\gamma(0)}^{T-\gamma(T)} |\varphi_x(0, s)|^2 \, ds
\]

\[
\leq 2 \left( 1 + \max_{t \in [0, T]} |\gamma'(t)| \right) \left( \int_{\gamma(0)}^{T+\gamma(T)} |\varphi_x(0, s)|^2 \, ds + \int_{-\gamma(0)}^{T-\gamma(T)} |\varphi_x(0, s)|^2 \, ds \right)
\]

\[
\leq 4 \left( 1 + \max_{t \in [0, T]} |\gamma'(t)| \right) \int_{-\gamma(0)}^{T+\gamma(T)} |\varphi_x(0, s)|^2 \, ds \leq C \|(\varphi^0, \varphi^1)\|_{H^1_0 \times L^2}^2,
\]

where

\[
C = 4 \left( 1 + \max_{t \in [0, T]} |\gamma'(t)| \right) (T + \gamma(T) + \gamma(0) + 2L).
\]

Here, the last inequality is the usual boundary direct inequality that can be obtained by classical multipliers techniques (see [12]). In fact, for any time interval \((t_1, t_2)\) the following holds:

\[
\int_{t_1}^{t_2} |\varphi_x(0, t)|^2 \, dt \leq (t_2 - t_1 + 2L) \|(\varphi^0, \varphi^1)\|_{H^1_0 \times L^2}^2.
\]

To prove this inequality, we multiply the equation (4.10) by \((L - x)\varphi_x\) and integrate in \(x \in (0, L)\). We easily obtain,

\[
0 = \frac{1}{2} \int_{t_1}^{t_2} \int_0^L \left( |\varphi_t|^2 + |\varphi_x|^2 \right) \, dx \, dt - \left[ \int_0^L (L - x)\varphi_x \varphi_t \, dx \right]^{t_2}_{t_1} - \int_{t_1}^{t_2} \frac{1}{2} |\varphi_x(0, t)|^2 \, dt.
\]

Therefore, taking into account the conservation of the energy, i.e. \( \|(\varphi(\cdot, t), \varphi_t(\cdot, t))\|_{H^1_0 \times L^2} \) is constant in time, we have

\[
\int_{t_1}^{t_2} |\varphi_x(0, t)|^2 \, dt = \int_{t_1}^{t_2} \int_0^L \left( |\varphi_t|^2 + |\varphi_x|^2 \right) \, dx \, dt + 2 \int_0^L (L - x) \varphi_x(x, T) \varphi_t(x, T) \, dx
\]

\[
-2 \int_0^L (L - x) \varphi_x(x, 0) \varphi_t(x, 0) \, dx
\]

\[
\leq (t_2 - t_1) \|(\varphi^0, \varphi^1)\|_{H^1_0 \times L^2}^2 + L \int_0^L (|\varphi_x(x, T)|^2 + |\varphi_t(x, T)|^2) \, dx
\]

\[
+ L \int_0^L (|\varphi_x(x, 0)|^2 + |\varphi_t(x, 0)|^2) \, dx
\]

\[
= (t_2 - t_1 + 2L) \|(\varphi^0, \varphi^1)\|_{H^1_0 \times L^2}^2.
\]
Now, we prove the estimate \((4.12)\). To clarify the proof we divide it in several steps:

**Step 1.** Our first objective is to prove the following inequality: there exist \(C > 0\) and \(r < 1\), independent of \(j = 0, \ldots, J\), such that

\[
\int_{V_j} |\varphi_x(0, t)|^2 \, dt - r \int_{V_j} |\varphi_x(0, t)|^2 \, dt \leq C \int_{I_j} \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt. \tag{4.18}
\]

The analysis is slightly different depending on the sign of \(\gamma'\) and we consider separately the two different cases.

*Case A.* Assume that \(t \in I_j\) with \(j \leq j_1\). In this case \(-c_2 \leq \gamma'(t) \leq -c_1 < 0\). From identity \((4.14)\), we can estimate \(|\varphi_x(0, t - \gamma(t))|\) as follows:

\[
|\varphi_x(0, t - \gamma(t))|^2 = \left( \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \varphi_x(0, t + \gamma(t)) - \frac{2}{1 - \gamma'(t)} \frac{d}{dt} \varphi(\gamma(t), t) \right)^2
\]

\[
= \left( \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \right)^2 |\varphi_x(0, t + \gamma(t))|^2 + \left( \frac{2}{1 - \gamma'(t)} \right)^2 \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2
\]

\[
-2 \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \varphi_x(0, t + \gamma(t)) \frac{2}{1 - \gamma'(t)} \frac{d}{dt} \varphi(\gamma(t), t)
\]

\[
\leq (1 + a) \left( \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \right)^2 |\varphi_x(0, t + \gamma(t))|^2
\]

\[
+ \left( 1 + \frac{1}{a} \right) \left( \frac{2}{1 - \gamma'(t)} \right)^2 \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2,
\]

for any \(a > 0\) to be chosen later. Here we have used Young’s inequality.

Multiplying by \(1 - \gamma'(t)\) and integrating in \(t \in I_j\) we obtain,

\[
\int_{I_j} |\varphi_x(0, t - \gamma(t))|^2 (1 - \gamma'(t)) \, dt \leq (1 + a) \int_{I_j} \left| \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \right| |\varphi_x(0, t + \gamma(t))|^2 |1 + \gamma'(t)| \, dt
\]

\[
+ \left( 1 + \frac{1}{a} \right) \int_{I_j} \frac{4}{1 - \gamma'(t)} \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt
\]

\[
\leq (1 + a) \sup_{t \in I_j} \left| \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \right| \int_{I_j} |\varphi_x(0, t + \gamma(t))|^2 |1 + \gamma'(t)| \, dt
\]

\[
+ \left( 1 + \frac{1}{a} \right) \frac{4}{1 + c_1} \int_{I_j} \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt. \tag{4.19}
\]

In order to simplify the first integral on the right hand side we follow the argument used for the first integral on the right hand side of \((4.15)\). Again, this requires that \(1 - |\gamma'(t)|\) does not change its sign in \(I_j\). In this way, we easily obtain,

\[
\int_{I_j} |\varphi_x(0, t + \gamma(t))|^2 |1 + \gamma'(t)| \, dt \leq \int_{V_j} |\varphi_x(0, s)|^2 \, ds. \tag{4.20}
\]

On the other hand, we simplify the integral on the left hand side of \((4.19)\) with the change of variables \(s = t - \gamma'(t)\),

\[
\int_{I_j} |\varphi_x(0, t - \gamma(t))|^2 (1 - \gamma'(t)) \, dt = \int_{U_j} |\varphi_x(0, s)|^2 \, ds. \tag{4.21}
\]
Therefore, combining (4.19)–(4.21) we obtain,
\[
\int_{U_j} |\varphi_x(0, t)|^2 \, dt - (1 + a) \sup_{t \in I_j} \left| \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \right| \int_{U_j} |\varphi_x(0, t)|^2 \, dt \leq \left( 1 + \frac{1}{a} \right) \frac{4}{1 + c_1} \int_0^T \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt. \tag{4.22}
\]

In order to have the inequality (4.18) we only have to check the uniform bound
\[
\sup_{t \in I_j} \left| \frac{1 + \gamma'(t)}{1 - \gamma'(t)} \right| \leq c < 1,
\]
for some constant \( c > 0 \), for all \( j = 0, \ldots, j_1 \). In fact, this estimate is easily checked from the hypothesis
\[-c_2 \leq \gamma'(t) \leq -c_1 < 0.\]

Once we have estimate (4.23), we choose \( 0 < a < 1/c - 1 \) in (4.22) and we obtain (4.18) with \( r = (1 + a)c \).

The constant \( r \) satisfies \( r = (1 + a)c \to 1 \) if \( c_1 \to 0 \) or \( c_2 \to \infty \). As we show below, the observability constant in (4.12) depends on \( 1/(1 - r) \) and therefore it blows up as \( c_1 \to 0 \) or \( c_2 \to \infty \).

**Case B.** Now, assume that \( t \in I_j \) with \( j > j_1 \), i.e. \( 0 < c_1 \leq \gamma'(t) \leq c_2 < \infty \) for all \( t \in I_j \). From identity (4.14), we estimate now \( |\varphi_x(0, t + \gamma(t))| \) as follows,
\[
|\varphi_x(0, t + \gamma(t))|^2 = \left( \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \varphi_x(0, t - \gamma(t)) + \frac{2}{1 + \gamma'(t)} \frac{d}{dt} \varphi(\gamma(t), t) \right)^2
\]
\[
= \left( \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \right)^2 |\varphi_x(0, t - \gamma(t))|^2 + \left( \frac{2}{1 + \gamma'(t)} \right)^2 \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2
\]
\[
+ 2 \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \varphi_x(0, t - \gamma(t)) \frac{2}{1 + \gamma'(t)} \frac{d}{dt} \varphi(\gamma(t), t)
\]
\[
\leq (1 + a) \left( \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \right)^2 |\varphi_x(0, t - \gamma(t))|^2 + \left( 1 + \frac{1}{a} \right) \left( \frac{2}{1 + \gamma'(t)} \right)^2 \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2,
\]
for any \( a > 0 \) to be chosen later.

Multiplying by \( 1 + \gamma'(t) \) and integrating in \( t \in I_j \) we obtain,
\[
\int_{I_j} |\varphi_x(0, t + \gamma(t))|^2 (1 + \gamma'(t)) \, dt \leq (1 + a) \int_{I_j} \left| \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \right| |\varphi_x(0, t - \gamma(t))|^2 |1 - \gamma'(t)| \, dt
\]
\[
+ \left( 1 + \frac{1}{a} \right) \int_{I_j} \frac{4}{1 + \gamma'(t)} \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt. \tag{4.24}
\]

Therefore, arguing as in the previous case, we easily obtain,
\[
\int_{U_j} |\varphi_x(0, t)|^2 \, dt - (1 + a) \sup_{t \in I_j} \left| \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \right| \int_{V_j} |\varphi_x(0, t)|^2 \, dt \leq \left( 1 + \frac{1}{a} \right) \frac{4}{1 + c_1} \int_{I_j} \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt.
\]

Note that, in this case, we have the uniform bound \( \sup_{t \in I_j} \left| \frac{1 - \gamma'(t)}{1 + \gamma'(t)} \right| \leq c < 1 \) for some constant \( c > 0 \) and for all \( j > j_1 \). Then, as in the previous case, we can choose \( a \) such that (4.18) holds.

**Step 2.** Here we obtain the following inequality
\[
(1 - r) \int_0^{2L} |\varphi_x(0, t)|^2 \, dt \leq C \int_0^T \left| \frac{d}{dt} \varphi(\gamma(t), t) \right|^2 \, dt. \tag{4.25}
\]
From (4.18) we obtain

$$\sum_{j=1}^{J} \int_{U_j} |\varphi_x(0,t)|^2 \, dt - r \sum_{j=1}^{J} \int_{V_j} |\varphi_x(0,t)|^2 \, dt \leq C \sum_{j=1}^{J} \int_{I_j} \left| \frac{d}{dt} \psi(t) \right|^2 \, dt$$

$$\leq C \int_0^T \left| \frac{d}{dt} \varphi(t) \right|^2 \, dt. \quad (4.26)$$

On the other hand, the hypothesis (2.6) and (2.7) allow us to obtain,

$$\sum_{j=1}^{J} \int_{U_j} |\varphi_x(0,t)|^2 \, dt - r \sum_{j=1}^{J} \int_{V_j} |\varphi_x(0,t)|^2 \, dt \geq \int_{W_1} |\varphi_x(0,t)|^2 \, dt - r \int_{W_2} |\varphi_x(0,t)|^2 \, dt.$$ 

Then, taking into account the $2L$-periodicity of the solutions of the wave equation (4.10) and the fact that the length of $W_2$ is lower than the length of $W_1$ we have

$$\int_{W_1} |\varphi_x(0,t)|^2 \, dt - r \int_{W_2} |\varphi_x(0,t)|^2 \, dt \geq (1-r) \int_{W_1} |\varphi_x(0,t)|^2 \, dt \geq (1-r) \int_0^{2L} |\varphi_x(0,t)|^2 \, dt. \quad (4.27)$$

This inequality together with (4.26) allows us to obtain (4.25).

**Step 3.** Finally, inequality (4.12) is just a consequence of (4.25) and the following classical boundary inverse inequality for the wave equation (see [12]): for $T \geq 2L$ there exists a constant $C > 0$ such that

$$\|\psi(0)\|_{H^1} \leq C \int_0^T |\varphi_x(0,t)|^2 \, dt.$$ 

This concludes the proof of Proposition 4.1. \qed

5. **Existence of weak solutions**

In this section we prove Theorem 2.1. This requires some estimates on the nonhomogeneous problem (2.3) that we state first.

**Proposition 5.1.** Assume that $\psi \in L^1(0,T; H^{-1}(0,L))$ and $\gamma$ a curve satisfying the hypothesis of Theorem 2.1. There exists a constant $c(\gamma)$ such that the solution $\varphi \in C([0,T]; H^1_0(0,L)) \cap C^1([0,T]; L^2(0,L))$ of (2.3) satisfies the following estimate,

$$\int_0^T \left| \frac{d}{dt} \varphi(t) \right|^2 \, dt \leq c(\gamma) \|\psi(x,t)\|^2_{L^2(0,T; H^1_0(0,L))}. \quad (5.28)$$

Assume now that $\psi(x,t) = \Psi_1(x,t)$, with $\Psi \in L^2(0,T; L^2(0,L))$, then the solution $\varphi$ of (2.3) satisfies $\varphi \in C(0,T; H^1_0(0,L)) \cap C^1(0,T; L^2(0,L))$. Moreover, there exists a constant $\tilde{c}(\gamma) > 0$ such that

$$\int_0^T \left| \frac{d}{dt} \varphi(t) \right|^2 \, dt \leq \tilde{c}(\gamma) \|\psi(x,t)\|^2_{L^2(0,T; H^1_0(0,L))}. \quad (5.29)$$

Let us complete the proof of Theorem 2.1 before proving this result. Let $\mathcal{L}(\psi)$ be the linear operator defined by the left hand side of (2.5), i.e.

$$\mathcal{L}(\psi) = \langle u^1(x), \varphi(x,0) \rangle_1 - \int_0^L u^0(x) \varphi_1(x,0) \, dx + \langle f(t), \varphi(t) \rangle_1. \quad (5.30)$$
From estimate (5.28), $\mathcal{L}(\psi)$ is continuous in $L^1(0,T;L^2(0,L))$ and it defines a unique $u \in L^\infty(0,T;H^{-1})$ satisfying
\[ \int_0^T \int_0^L u(x,t)\psi(x,t) \, dx \, dt = \mathcal{L}(\psi), \quad \text{for all } \psi(x,t) \in L^1(0,T;L^2(0,L)). \] (5.31)
Therefore $u$ solves (2.5). Moreover, for some constant $C > 0$,
\[ \|u\|_{L^\infty(0,T;L^2(0,L))} \leq C(\|u^0\|_{L^2(0,L)} + \|u^1\|_{H^{-1}(0,L)} + \|f\|_{H^1(0,L)'}) . \]

The continuity $t \to u(t,x)$ from $[0,T] \to L^2(0,L)$ is easily obtained by a density argument since the solutions of (1.1) with $L^2$-controls and smooth initial data satisfy $u \in C([0,T];L^2(0,L))$ (see [13]).

Now we focus on the regularity for $u_t$. We consider in (5.31) $\psi(x,t) = \Psi_t(x,t)$ where $\Psi \in \mathcal{D}((0,T) \times (0,L))$, the space of $C^\infty$ functions with compact support. From Proposition 5.1 the map $\Psi \to \mathcal{L}(\Psi_t)$ is linear and continuous in $L^2(0,T;L^2(0,L))$. Thus, we deduce that $u_t \in L^2(0,T;L^2(0,L))$. This concludes the proof of Theorem 2.1.

Proof of Proposition 5.1. The main idea is to apply Duhamel’s principle to reduce the nonhomogeneous problem (2.3) to a suitable homogeneous one with nonzero final data for which estimate (4.11) holds. We observe that $\varphi(x,t)$ can be written as
\[ \varphi(x,t) = \int_t^T U(x,t,s)ds, \]
where $U(x,t,s)$ is the solution of
\[
\begin{cases}
U_{tt} - U_{xx} = 0, & 0 < x < L, \quad 0 < t < s < T, \\
U(x,s,s) = 0, & 0 < x < L, \\
U_t(x,s,s) = \psi(x,s), & 0 < x < L, \quad 0 < s < T, \\
U(0,t,s) = U(L,t,s) = 0, & 0 < t < s < T.
\end{cases}
\]

From Proposition 4.1 and the conservation of the energy, there exists a constant $c(\gamma) > 0$ such that,
\[
\int_0^s \left| \frac{d}{dt} U(\gamma(t),t,s) \right|^2 dt \leq c(\gamma) \left( \|U(\cdot,0,s)\|_{H^1_0(0,L)}^2 + \|U_t(\cdot,0,s)\|_{L^2(0,L)}^2 \right) = c(\gamma) \|\psi(\cdot,s)\|_{L^2(0,L)}^2. \quad (5.32)
\]

On the other hand, we observe that
\[
\frac{d}{dt} \varphi(\gamma(t),t) = \frac{d}{dt} \int_t^T U(\gamma(t),t,s)ds = \int_t^T \frac{d}{dt} U(\gamma(t),t,s)ds = \int_0^T \chi_{(t,T)}(s) \frac{d}{dt} U(\gamma(t),t,s)ds,
\]
where $\chi_{(t,T)}(s)$ is the characteristic function of the interval $(t,T)$. Therefore, from Minkowski inequality we have
\[
\left\| \frac{d}{dt} \varphi(\gamma(t),t) \right\|_{L^2(0,T)} \leq \int_0^T \left| \chi_{(t,T)}(s) \frac{d}{dt} U(\gamma(t),t,s) \right| ds = \int_0^T \left\| \frac{d}{dt} U(\gamma(t),t,s) \right\|_{L^2(0,s)} ds. \quad (5.33)
\]

Combining (5.32) and (5.33) we easily obtain the estimate (5.28).

Now we prove the second part of Proposition 5.1. Assume that $\psi(x,t) = \Psi_t(x,t)$ with $\Psi \in L^2(0,T;L^2(0,L))$. Following the previous argument based on Duhamel’s principle we write
\[ \varphi(x,t) = \int_t^T V(x,t,s)ds \]
where $V(x,t,s)$ is the solution of

$$\begin{aligned}
V_{tt} - V_{xx} &= 0, \quad 0 < x < L, \quad 0 < t < s < T, \\
V(x,s,s) &= -\Psi(x,s), \quad 0 < x < L, \\
V_t(x,s,s) &= 0, \quad 0 < x < L, \quad 0 < s < T, \\
V(0,t,s) &= V(L,t,s) = 0, \quad 0 < t < s < T.
\end{aligned}$$

Note that $V \in C(0,T; H^1_0(0,L)) \cap C^1(0,T; L^2(0,L))$ and therefore the same is true for $\varphi$.

From Proposition 4.1 and the conservation of energy we deduce

$$\int_0^s \left| \frac{d}{dt} V(\gamma(t), t, s) \right|^2 dt \leq c(\gamma) \|\psi(\cdot, s)\|^2_{H^1_0(0,L)}. \quad (5.34)$$

On the other hand, we observe that

$$\frac{d}{dt} \varphi(\gamma(t), t) = \frac{d}{dt} \int_0^T V(\gamma(t), t, s) ds = \int_0^T \frac{d}{dt} V(\gamma(t), t, s) ds + \Psi(\gamma(t), t)$$

$$= \int_0^T \chi_{(t,T)}(s) \frac{d}{dt} V(\gamma(t), t, s) ds + \Psi(\gamma(t), t).$$

Therefore,

$$\left\| \frac{d}{dt} \varphi(\gamma(t), t) \right\|_{L^2(0,T)} \leq \int_0^T \left\| \frac{d}{dt} V(\gamma(t), t, s) \right\|_{L^2(0,T)} ds + \|\Psi(\gamma(t), t)\|_{L^2(0,T)}. \quad (5.35)$$

The first term on the right hand side can be bounded using (5.34). On the other hand, taking into account that $L^\infty(0,L) \subset H^1_0(0,L)$, we have

$$\|\Psi(\gamma(t), t)\|_{L^2(0,T)} \leq C \|\psi\|_{L^2(0,T; L^\infty(0,L))} \leq \|\psi\|_{L^2(0,T; H^1_0(0,L))}. \quad (5.36)$$

From (5.34)–(5.36) we easily obtain the inequality (5.29).

\[ \square \]

### 6. Controllability

In this section we briefly describe how to obtain the controllability result stated in Theorem 2.4 from the observability result in Proposition 4.1. This is a straightforward application of HUM-method.

The first step is to characterize the controls of (1.1). Let us introduce the adjoint system

$$\begin{aligned}
\varphi_{tt} - \varphi_{xx} &= 0 \quad \text{in } x \in (0,L), \ t \in (0,T), \\
\varphi(0,t) &= \varphi(L,t) = 0 \quad \text{in } t \in (0,T), \\
\varphi(x,T) &= \varphi^0, \quad \varphi_t(x,T) = \varphi^1, \quad \text{in } x \in (0,L).
\end{aligned} \quad (6.37)$$

with $(\varphi^0, \varphi^1) \in H^1_0(0,L) \times L^2(0,L)$.

Multiplying the equations in (1.1) by $\varphi$ and integrating by parts we easily obtain, at least formally, the following identity:

$$\langle u^1(x), \varphi(x,0) \rangle_1 - \int_0^L u^0(x) \varphi_t(x,0) \, dx + \langle f(t), \varphi(\gamma(t),t) \rangle_1^t = \langle u_t(x,T), \varphi^0(x) \rangle_1 - \int_0^L u(x,T) \varphi^1(x) \, dx, \quad (6.38)$$

where $\langle \cdot, \cdot \rangle_1$ denotes the duality product in $H^1_0(0,L)$ and $\langle \cdot, \cdot \rangle_1^t$ the duality product in $H^1(0,T)$. Note that weak solutions must satisfy this identity. Therefore, a control $f$ can be characterized as a function $f(t)$ which satisfies the identity

$$\langle u^1(x), \varphi(x,0) \rangle_1 - \int_0^L u^0(x) \varphi_t(x,0) \, dx + \langle f(t), \varphi(\gamma(t),t) \rangle_1^t \, dt = 0,$$

for all $(\varphi^0, \varphi^1) \in H^1_0(0,L) \times L^2(0,L)$.
Let us now introduce the functional $J : H^1_0(0, L) \times L^2(0, L) \to \mathbb{R}$ given by

$$J(\psi^0, \psi^1) = \frac{1}{2} \int_0^T \left[ \frac{d}{dt} \psi(\gamma(t), t) \right]^2 dt + \langle u^1(x), \psi(x, 0) \rangle_1 - \int_0^L u^0(x) \psi_t(x, 0) \, dx,$$

where $\psi$ is the solution of (6.37) associated to the final data $(\psi^0, \psi^1)$. For $T$ sufficiently large, this functional is continuous convex and coercive, due to the inverse inequality stated in (4.12). Therefore it has a unique minimizer $(\psi^0_m, \psi^1_m) \in H^1_0(0, L) \times L^2(0, L)$. The minimizer satisfies

$$\int_0^T \frac{d}{dt} \psi_m(\gamma(t), t) \frac{d}{dt} \varphi(\gamma(t), t) dt + \langle u^1(x), \varphi(x, 0) \rangle_1 - \int_0^L u^0(x) \varphi_t(x, 0) \, dx = 0,$$

for all $(\varphi^0, \varphi^1) \in H^1_0(0, L) \times L^2(0, L)$. Thus, a control is given by $f \in (H^1_0(0, T))'$ such that

$$\langle f(t), \eta(t) \rangle_1 = \int_0^T \frac{d}{dt} \psi_m(\gamma(t), t) \frac{d\eta}{dt}(t) dt, \quad \text{for all } \eta \in H^1(0, T).$$
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