SYMMETRIC DOUBLE BUBBLES IN THE GRUSHIN PLANE
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Abstract. We address the double bubble problem for the anisotropic Grushin perimeter $P_\alpha$, $\alpha \geq 0$, and the Lebesgue measure in $\mathbb{R}^2$, in the case of two equal volumes. We assume that the contact interface between the bubbles lies on either the vertical or the horizontal axis. We first prove existence of minimizers via the direct method by symmetrization arguments and then characterize them in terms of the given area by first variation techniques. Even though no regularity theory is available in this setting, we prove that angles at which minimal boundaries intersect satisfy the standard 120-degree rule up to a suitable change of coordinates. While for $\alpha = 0$ the Grushin perimeter reduces to the Euclidean one and both minimizers coincide with the symmetric double bubble found in Foisy et al. [Pacific J. Math. 159 (1993) 47–59], for $\alpha = 1$ vertical interface minimizers have Grushin perimeter strictly greater than horizontal interface minimizers. As the latter ones are obtained by translating and dilating the Grushin isoperimetric set found in Monti and Morbidelli [J. Geom. Anal. 14 (2004) 355–368], we conjecture that they solve the double bubble problem with no assumptions on the contact interface.
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1. Introduction

1.1. General framework

For a volume measure $V$ and a perimeter measure $P$ on an $n$-dimensional manifold $\mathbb{M}$, an $m$-bubble cluster is a family of $m \geq 2$ pairwise disjoint sets $\{E_i \subset \mathbb{M} : i = 1, \ldots, m\}$ such that $P(E_i) < +\infty$ and $V(E_i) < +\infty$ for all $i = 1, \ldots, m$. Given $v_i > 0$ for $i = 1, \ldots, m$, a minimal bubble cluster problem on $(\mathbb{M}, P, V)$ consists in finding solutions of the minimization problem

$$\inf \left\{ P(E) : E = \bigcup_{i=1}^m E_i \subset \mathbb{M}, \ V(E_i) = v_i \right\}, \quad (P)$$
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where \( \{ E_i : i = 1, \ldots, m \} \) is an \( m \)-bubble cluster and \( \mathcal{P}_\alpha \) is given by

\[
\mathcal{P}_\alpha(E) = \frac{1}{2} \mathcal{P}(M \setminus E) + \frac{1}{2} \sum_{i=1}^{m} \mathcal{P}(E_i).
\]

For \( m = 1 \), \( (P) \) is the isoperimetric problem. When \( M \) is either the Euclidean space, the \( n \)-dimensional sphere \( S^n \) or the hyperbolic space, endowed with the Riemannian perimeter and volume, minimizers are known to be metric balls, see [27].

Regarding the case \( m \geq 2 \), Plateau experimentally established in [25] that soap films are made of constant mean curvature smooth surfaces meeting in threes along an edge, the so-called Plateau border, at an angle of 120 degrees. These Plateau borders, in turn, meet in fours at a vertex at an angle of \( \arccos(-\frac{1}{2}) \approx 109.47 \) degrees (the tetrahedral angle). Existence and regularity of minimizers of \( (P) \) in the Euclidean setting \( (\mathbb{R}^n, P, \mathcal{L}^n) \) were proved by Almgren in his celebrated work [1]. Here, \( P \) denotes the standard De Giorgi perimeter and \( \mathcal{L}^n \) the \( n \)-dimensional Lebesgue measure. Plateau’s observations were rigorously confirmed by Taylor in [28] (a proof of the same result in higher dimensions \( n \geq 4 \) was announced in [29]). The case \( n = 2 \) was treated separately in [22].

When \( m = 2 \), \( (P) \) is the double bubble problem. This is the type of problem that we address in this paper for an anisotropic perimeter, called the Grushin perimeter, see Section 1.2. In the Euclidean setting, the natural candidate solution is the so-called standard double bubble given by three \((n - 1)\)-dimensional spherical cups intersecting in an \((n - 2)\)-dimensional sphere at an angle of 120 degrees (for equal volumes \( v_1 = v_2 \), the central cup is indeed a flat disc). The first proof of this result for \( n = 2 \) was given in [10] exploiting the analysis carried out in [22]. A second proof appeared in [8]. The case \( n = 3 \) was established first in [13] for equal volumes and then in [14] with no restrictions. The case \( n \geq 4 \) was finally solved in [26].

The double bubble problem has been addressed also in other spaces. For \( M = S^n \) the problem was completely solved for \( n = 2 \) in [17], while for \( n \geq 3 \) only partial results are available, see [5, 7]. The double bubble problem was completely solved on the two-dimensional boundary of the cone in \( \mathbb{R}^3 \), where minimizers are either two concentric circles or a circle lens, see [15], and on the flat 2-torus, where five types of minimizers occur, see [6].

For \( m \geq 3 \), problem \( (P) \) is still unsolved even in the Euclidean case and presents several interesting open questions, see [16], Part IV. The case \( M = \mathbb{R}^2 \), \( m = 3 \) was solved in [30]. For a detailed review on minimal partition problems, see [16, 23].

1.2. Our setting

In this paper, we address problem \( (P) \) for \( m = 2 \), where \( M = \mathbb{R}^2 \), \( V = \mathcal{L}^2 \) is the two-dimensional Lebesgue measure and, for \( \alpha \geq 0 \), \( P = P_\alpha \) is the Grushin \( \alpha \)-perimeter given by

\[
P_\alpha(E) = \sup \left\{ \int_E (\partial_\alpha \varphi_1 + |x|^\alpha \partial_y \varphi_2) \, dx \, dy : \varphi_1, \varphi_2 \in C^1_c(\mathbb{R}^2), \sup_{\mathbb{R}^2} \sqrt{\varphi_1^2 + \varphi_2^2} \leq 1 \right\},
\]

for any \( \mathcal{L}^2 \)-measurable set \( E \subset \mathbb{R}^2 \). For \( \alpha = 0 \), the perimeter in (1.1) reduces to the standard Euclidean one in \( \mathbb{R}^2 \). The \( \alpha \)-perimeter is naturally associated with a Carnot–Carathéodory structure in \( \mathbb{R}^2 \) called the Grushin plane, i.e., the manifold \( \mathbb{R}^2 \) endowed with the vector fields \( X = \partial_x \) and \( Y = |x|^\alpha \partial_y \). An essential feature of \( P_\alpha \) is its invariance under (Euclidean) vertical translations \( (x, y) \mapsto (x, y + h) \) for \( h \in \mathbb{R} \). Moreover, the Grushin plane \( (\mathbb{R}^2, P_\alpha, \mathcal{L}^2) \) is homogeneous with respect to the intrinsic anisotropic dilations given by \( (x, y) \mapsto \delta_\lambda(x, y) = (\lambda x, \lambda^{\alpha+1} y) \) for all \( \lambda > 0 \) and \( (x, y) \in \mathbb{R}^2 \), that is,

\[
\mathcal{L}^2(\delta_\lambda(E)) = \lambda^{\alpha+1} \mathcal{L}^2(E), \quad P_\alpha(\delta_\lambda(E)) = \lambda^{\alpha+2} P_\alpha(E),
\]

see [19], Proposition 2.2.
The case \( m = 1 \) in problem (P) was completely solved in this context in [19], where the authors showed existence and uniqueness up to dilations and vertical translations of the Grushin isoperimetric set. This is 
\[
E_\alpha = \{(x, y) \in \mathbb{R}^2 : |y| \leq \varphi_\alpha(|x|), \ |x| \leq 1\},
\]
where the profile function \( \varphi_\alpha : [0, 1] \to [0, +\infty) \) is given by
\[
\varphi_\alpha(x) = \int_{\arcsin x}^{\pi} \sin^{\alpha + 1}(t) \, dt, \quad \text{for } x \in [0, 1]. \tag{1.2}
\]
See also [12] for a generalization to higher dimensional Grushin structures.

We remark that a regularity theory for almost minimizers of the \( \alpha \)-perimeter is not yet available. We refer to [18, 20, 21] for some partial results in the strictly related setting of Heisenberg group. For this reason, the case \( m = 2 \) in problem (P) cannot be addressed in full generality for the Grushin perimeter following the approach of [10, 22]. As a matter of fact, a candidate solution of the double bubble problem in the sub-Riemannian setting has not been proposed yet. In this paper we study possible configurations and formulate a “standard double bubble conjecture” in this context. To this purpose, we study the case of two equal volumes and we assume that the contact interface between the two bubbles is contained in one of the two coordinate axes.

1.2.1. The problem for vertical interfaces

For any \( L^2 \)-measurable set \( E \subset \mathbb{R}^2 \), let
\[
E^{+x} = E \cap \{(x, y) \in \mathbb{R}^2 : x > 0\}, \quad E^{-x} = E \cap \{(x, y) \in \mathbb{R}^2 : x < 0\}. \tag{1.3}
\]
For a given \( v > 0 \), we define the class of admissible sets as
\[
\mathcal{A}^x(v) = \{ E \subset \mathbb{R}^2 : E \text{ is } L^2 \text{-measurable, } L^2(E^{+x}) = L^2(E^{-x}) = v \}. \tag{1.4}
\]
The first problem that we treat is
\[
\inf\{ P_\alpha^x(E) : E \in \mathcal{A}^x(v) \}, \tag{1.5}
\]
where, for any \( E \in \mathcal{A}^x(v) \), we let
\[
P_\alpha^x(E) = \frac{1}{2} (P_\alpha(E^{+x}) + P_\alpha(E^{-x}) + P_\alpha(E)) \in [0, +\infty]. \tag{1.6}
\]
When \( \alpha = 0 \), we simply write \( P_0^x = P^x \).

1.2.2. The problem for horizontal interfaces

For any \( L^2 \)-measurable set \( E \subset \mathbb{R}^2 \), let
\[
E^{+y} = E \cap \{(x, y) \in \mathbb{R}^2 : y > 0\}, \quad E^{-y} = E \cap \{(x, y) \in \mathbb{R}^2 : y < 0\}. \tag{1.7}
\]
For a given \( v > 0 \), we define the class of admissible sets as
\[
\mathcal{A}^y(v) = \{ E \subset \mathbb{R}^2 : E \text{ is } L^2 \text{-measurable, } L^2(E^{+y}) = L^2(E^{-y}) = v \}. \tag{1.8}
\]
The second problem that we treat is
\[
\inf\{ P_\alpha^y(E) : E \in \mathcal{A}^y(v) \}, \tag{1.9}
\]
where, for any \( E \in \mathcal{A}^y(v) \), we let
\[
\mathcal{P}_\alpha^y(E) = \frac{1}{2} (P_\alpha(E^+^y) + P_\alpha(E^-^y) + P_\alpha(E)) \in [0, +\infty].
\]

(1.10)

Again, when \( \alpha = 0 \), we simply write \( \mathcal{P}_0^y = \mathcal{P}^y \).

1.2.3. Main results

Existence of minimizers to problems (1.5) and (1.9) is proved in Theorems 4.2 and 5.2, respectively. Our approach to characterize them is based on a rearrangement technique which has its own interest (see Sect. 3 and Thms. 4.1, 5.1) which exploits the existence of a change of coordinates that transforms the Grushin plane \((\mathbb{R}^2, P_\alpha, L_2)\) in the transformed plane \((\mathbb{R}^2, P, M_\alpha)\). Here, \( P \) is the standard Euclidean perimeter and \( M_\alpha \) is a weighted area, see Section 2.2. Thanks to this rearrangement we deduce symmetry of minimizers, which yields a complete characterization of the minimal double bubbles with constrained vertical and horizontal interface by a first variation argument (see Thms. 4.4, 5.4). Our main results are resumed in the following theorem.

**Theorem 1.1.** Let \( v > 0 \). Then solutions to problems (1.5), (1.9) exist. Moreover, the following statements hold.

1) If \( E \subset \mathbb{R}^2 \) is a solution to (1.5), then, up to vertical translations, we have
\[
E = \{(x, y) \in \mathbb{R}^2 : |y| \leq f(|x|), |x| \leq r\},
\]
where \( f \in C([0, r]) \cap C^\infty([0, r]), r \in ]0, +\infty[, \) is defined by
\[
f(x) = -\frac{1}{k^{\alpha+1}} \int_{-1}^{kx+\frac{1}{2}} \frac{t(\frac{1}{2}-t)^\alpha}{\sqrt{1-t^2}} \, dt,
\]
for all \( x \in [0, r] \), where \( r = -\frac{3}{22v} \) and
\[
k = -\left( -\frac{2}{v} \int_{-1}^{\frac{1}{2}} \frac{t(\frac{1}{2}-t)^{\alpha+1}}{\sqrt{1-t^2}} \, dt \right)^\frac{1}{\alpha+2} .
\]

2) If \( E \subset \mathbb{R}^2 \) is a solution to (1.9), then, up to vertical translations, we have
\[
E = \delta_{\frac{k}{v}} \left( \left\{ (x, y) \in \mathbb{R}^2 : \left( x, |y| - \varphi_\alpha \left( \frac{\sqrt{3}}{2} \right) \right) \in E_\alpha \right\} \right),
\]
where \( \varphi_\alpha : [0, 1] \to [0, +\infty[ \) is the isoperimetric profile defined in (1.2) and
\[
h = \left[ \frac{1}{v} \left( L^2(E_\alpha) - 2 \int_0^{\frac{\sqrt{3}}{2}} \frac{t^{\alpha+2}}{\sqrt{1-t^2}} \, dt \right) \right]^\frac{1}{\alpha+2} .
\]

Both double bubbles with constrained interface in \((\mathbb{R}^2, P_\alpha, L^2)\) consist of three smooth curves with constant mean \( \alpha \)-curvature (see Figs. 3, 4, 6, 7). Even though they do not satisfy the 120-degree Plateau’s rule in the Grushin plane, they do satisfy it in the transformed plane \((\mathbb{R}^2, P, M_\alpha)\), see Sections 4.2.3, 5.2.3. This new phenomenon gives some insights about the possible structure of the singular set of minimizers in this sub-Riemannian context.
In conclusion, by comparing the two minimal double bubbles in the case \( \alpha = 1 \), see Remark 5.7, we obtain a candidate solution to the general double bubble problem for the Grushin perimeter: the configuration with vertical interface has perimeter strictly greater than the one with horizontal interface. This establishes a connection with the standard double bubble in the Euclidean setting: in fact, the minimal double bubble with horizontal interface is obtained by translating and dilating the Grushin isoperimetric set found in [19], similarly to the Euclidean case. This leads us to conjecture that this configuration may solve the double bubble problem with no assumptions on the contact interface.

2. Preliminaries on the Grushin perimeter

2.1. Representation formulas

We start recalling some representation formulas for the \( \alpha \)-perimeter that we will use in the sequel. Let \( E \subset \mathbb{R}^2 \) be a bounded open set with Lipschitz boundary. Then

\[
P_\alpha(E) = \int_{\partial E} (N_{E,1}(x,y)^2 + |x|^{2\alpha} N_{E,2}(x,y)^2)^{1/2} \, dH^1(x,y),
\]

where \( N_E(x,y) = (N_{E,1}(x,y), N_{E,2}(x,y)) \) is the (outward) unit normal to \( \partial E \) at the point \((x,y) \in \partial E\).

Formula (2.1) is proved in Theorem 2.1 of [19]. Let \( D = (a,b) \subset \mathbb{R} \) be a bounded open interval and let \( \varphi, \psi : D \to \mathbb{R} \) be two bounded Lipschitz functions on \( D \). Consider the open epigraphs

\[
E_\varphi = \{ (x,y) \in \mathbb{R}^2 : x \in D, y > \varphi(x) \}, \quad E_\psi = \{ (x,y) \in \mathbb{R}^2 : y \in D, x > \psi(y) \}.
\]

The sets \( E_\varphi \) and \( E_\psi \) have finite \( \alpha \)-perimeter in the cylinders \( D \times \mathbb{R} \) and \( \mathbb{R} \times D \), respectively. Moreover, formula (2.1) implies that

\[
P_\alpha(E_\varphi; D \times \mathbb{R}) = \int_D \sqrt{|x|^{2\alpha} + \varphi'(x)^2} \, dx,
\]

and

\[
P_\alpha(E_\psi; \mathbb{R} \times D) = \int_D \sqrt{1 + |\psi(y)|^{2\alpha} \psi'(y)^2} \, dy.
\]

2.2. Transformed plane

As observed in [19], there exists a change of coordinates that allows us to identify the Grushin plane \( (\mathbb{R}^2, P_\alpha, \mathcal{L}^2) \) with the transformed (Grushin) plane \( (\mathbb{R}^2, P, \mathcal{M}_\alpha) \), where \( P \) is the Euclidean perimeter and \( \mathcal{M}_\alpha \) is a weighted two-dimensional Lebesgue measure. Precisely, consider the functions \( \Phi, \Psi : \mathbb{R}^2 \to \mathbb{R}^2 \) defined as

\[
\Phi(\xi,\eta) = \left( \text{sgn}(\xi)(|\alpha + 1|^{-\frac{1}{\alpha + 1}}, \eta) \right), \quad \Psi(x,y) = \left( \text{sgn}(x)(|x|^{\frac{\alpha + 1}{\alpha + 1}}, y) \right).
\]

Clearly, the functions \( \Phi \) and \( \Psi \) are homeomorphisms with \( \Phi^{-1} = \Psi \) and, for any \( \xi \neq 0 \), \( |\det J\Phi(\xi,\eta)| = |(\alpha + 1)\xi|^{-\frac{\alpha}{\alpha + 1}} \). By Proposition 2.3 of [19], for any \( \mathcal{L}^2 \)-measurable set \( E \subset \mathbb{R}^2 \), the transformed set \( F = \Psi(E) \) satisfies

\[
P(F) = P_\alpha(E), \quad \mathcal{M}_\alpha(F) = \int_F |(\alpha + 1)\xi|^{-\frac{\alpha}{\alpha + 1}} \, d\xi d\eta = \mathcal{L}^2(E).
\]
2.3. Grushin isoperimetric set

By Theorem 3.2 of [19], the following isoperimetric inequality holds. For any measurable set $E \subset \mathbb{R}^2$ with $\mathcal{L}^2(E) < +\infty$, we have

$$\mathcal{L}^2(E) \leq c(\alpha) P_\alpha(E)^{\frac{\alpha+2}{\alpha+1}},$$

where $c(\alpha) > 0$ is a constant depending only on $\alpha \geq 0$. The equality in (2.6) is achieved on the Grushin isoperimetric set

$$E_\alpha = \{(x, y) \in \mathbb{R}^2 : |y| \leq \varphi_\alpha(|x|), |x| \leq 1\},$$

where the isoperimetric profile $\varphi_\alpha : [0, 1] \to [0, r_\alpha]$ is given by (1.2) and we let $r_\alpha = \varphi_\alpha(0)$. The isoperimetric set is unique up to dilations and vertical translations. Observe that the isoperimetric profile satisfies

$$\varphi'_\alpha(x) = -\frac{x^{\alpha+1}}{\sqrt{1-x^2}},$$

for all $x \in ]0, 1[$ and that

$$P_\alpha(E_\alpha) = 2 \int_0^\pi \sin^\alpha(t) \, dt, \quad \mathcal{L}^2(E_\alpha) = \frac{\alpha + 1}{\alpha + 2} P_\alpha(E_\alpha).$$

We remark that the boundary of the isoperimetric set $E_\alpha$ is not smooth. Precisely, if $\alpha \in \mathbb{N}$, then $\partial E_\alpha$ is $C^{\alpha+1}$ but not $C^{\alpha+2}$ around the $y$-axis.

2.4. Additional terminology

We conclude this section introducing some additional terminology. We say that a set $E \subset \mathbb{R}^2$ is $x$-symmetric (respectively, $y$-symmetric) if $(x, y) \in E$ implies $(-x, y) \in E$ (respectively, if $(x, y) \in E$ implies $(x, -y) \in E$). For every $t \in \mathbb{R}$, we define the sections

$$E^x_t = \{y \in \mathbb{R} : (t, y) \in E\}, \quad E^y_t = \{x \in \mathbb{R} : (x, t) \in E\}.$$

The set $E$ is $x$-convex (respectively, $y$-convex) if the section $E^y_t$ (respectively, the section $E^x_t$) is an open interval for every $t \in \mathbb{R}$. Moreover, the set $E$ is $y$-Schwarz symmetric (respectively, $x$-Schwarz symmetric) if it is both $y$-symmetric and $y$-convex (respectively, $x$-symmetric and $x$-convex). We denote by $\mathcal{S}_x$ the class of $\mathcal{L}^2$-measurable, $x$-symmetric sets in $\mathbb{R}^2$ and by $\mathcal{S}^*_y$ the class of $\mathcal{L}^2$-measurable and $y$-Schwarz symmetric sets in $\mathbb{R}^2$. The classes $\mathcal{S}_y$ and $\mathcal{S}^*_x$ are analogously defined. Finally, a set $E \in \mathcal{S}_x$ is $x$-transformed-convex if $\Psi(E^x_t)$ is convex. A $y$-transformed-convex set is defined similarly.

3. A rearrangement in the half-plane

3.1. Preliminaries

In this section we introduce a rearrangement that decreases the $\alpha$-perimeter of suitable symmetric sets in the admissible class (1.4). Thanks to the change of variables (2.4), it is enough to work in the Euclidean plane, so that along all this section we can assume $\alpha = 0$. In the following, we let $H = [0, +\infty] \times \mathbb{R}$ be the closed right half-plane and $H^+ = ]0, +\infty[ \times \mathbb{R}$ the open right half-plane.
Definition 3.1. Let $A \subset \mathbb{R}$ be a measurable set. The essential inf of $A$ is defined as

$$\text{ess inf } A = \sup \{ t \in \mathbb{R} : \mathcal{L}^1(A \cap] - \infty, t[) = 0 \}.$$ 

The essential sup of $A$ is defined in the analogous way. Note that $\mathcal{L}^1(A) = 0$ if and only if either $\text{ess inf } A = +\infty$ or $\text{ess sup } A = -\infty$.

Lemma 3.2. Let $E \subset H$ be a measurable set such that $E \in \mathcal{S}^*_y$. Up to modify $E$ on a negligible set, the functions $\lambda_E, \varphi_E : \mathbb{R} \to [0, +\infty]$ given by

$$\lambda_E(t) = \mathcal{L}^1(E^y_t), \quad \varphi_E(t) = \text{ess inf } E^y_t, \quad t \in \mathbb{R},$$

are even on $\mathbb{R}$, monotone and left-continuous on $]0, +\infty[$. In particular, $\lambda_E$ is non-increasing and $\varphi_E$ is non-decreasing on $]0, +\infty[$.

Proof. Since $E$ is measurable, the horizontal section $E^y_t$ is measurable for a.e. $t \in \mathbb{R}$, so that the functions $\lambda_E, \varphi_E : \mathbb{R} \to [0, +\infty]$ are well-defined a.e. Moreover, since $E \in \mathcal{S}^*_y$, we have $E^y_t = E^y_{t-}$ for every $t \in \mathbb{R}$ and $E^y_t \subset E^y_s$ for every $0 < s < t$. Thus, $\lambda_E$ (respectively, $\varphi_E$) is equivalent to a function even on $\mathbb{R}$ and non-increasing (respectively, non-decreasing) on $]0, +\infty[$. Since a monotone function can only have countably many discontinuities in its domain, the conclusion follows.

3.2. Rearrangement and first properties

Let $E \subset H$ be a measurable set such that $E \in \mathcal{S}^*_y$. Let $\lambda_E, \varphi_E : \mathbb{R} \to [0, +\infty]$ be the functions given by Lemma 3.2. Let $\text{dom } \varphi_E$ be the set of points where $\varphi_E$ is finite. By Definition 3.1, it is enough to work on $\text{dom } \varphi_E$. Let $D = \{ d_k : k \in \mathbb{N} \} \subset [0, +\infty]$ be the set of discontinuity points of the function $\varphi_E$ in $\text{dom } \varphi_E$. For all $k \in \mathbb{N}$, we set

$$j_k = \left( (\varphi_E(d_k+) - \varphi_E(d_k)) - (\lambda_E(d_k) - \lambda_E(d_k+)) \right)^+ \geq 0. \quad (3.1)$$

We define the function $\tau_E : \mathbb{R} \to [0, +\infty]$ as

$$\tau_E(t) = \sum_{k \in \mathbb{N}} j_k \chi_{(d_k, +\infty)}([t]), \quad t \in \mathbb{R}. \quad (3.2)$$

Note that $\tau$ is even on $\mathbb{R}$, non-decreasing and left-continuous on $]0, +\infty[$, and such that $\tau_E(t) \leq \varphi_E(t)$ for $t \in \text{dom } \varphi_E$. We thus define the horizontal rearrangement of $E$ as

$$E^* = \{(x, y) \in \mathbb{R}^2 : y \in \text{dom } \varphi_E, \ 0 < x - \varphi_E(y) + \tau_E(y) < \lambda_E(y)\}. \quad (3.3)$$

It is easy to see that $E^* \subset H$ is measurable and such that $E^* \in \mathcal{S}^*_y$. The following result shows that the rearrangement defined in (3.3) does not modify $x$-convex sets.

Lemma 3.3. Let $E \subset H$ be a measurable set such that $E \in \mathcal{S}^*_y$. Let $E^* \subset H$ be as in (3.3). If $E^y_t$ is equivalent to an interval for a.e. $t \in \mathbb{R}$, then $E^* = E$ up to negligible sets.

Proof. Up to a modification of $E$ on a negligible set, we can directly assume that

$$E = \{(x, y) \in \mathbb{R}^2 : y \in \text{dom } \varphi_E, \ 0 < x - \varphi_E(y) < \lambda_E(y)\}, \quad (3.4)$$
3.3. Approximation lemma and elementary inequalities

In the proof of the main result of this section, Theorem 3.6 below, we will need the following approximation result. See also Lemma 2.1 of [11].

**Lemma 3.4.** Let \( E \subset H \) be a measurable set such that \( \mathcal{L}^2(E) < +\infty \), \( P(E) < +\infty \) and \( E \in S^*_y \). There exists a sequence \((E_k)_{k \in \mathbb{N}} \subset H\) of bounded open sets with polyhedral boundary such that \( E_k \in S^*_y \) and, as \( k \to +\infty \),

\[
\chi_{E_k} \to \chi_E \text{ in } L^1, \quad P(E_k) \to P(E), \quad P(E_k; H^+) \to P(E; H^+).
\]

**Proof.** Since \( \mathcal{L}^2(E) < +\infty \), it is not restrictive to assume that \( E \) is bounded, see Remark 13.12 of [16]. Let us set

\[
\tilde{E} = \{(x, y) \in \mathbb{R}^2 : (|x|, y) \in E\},
\]

the symmetrization of \( E \) with respect to the \( y \)-axis. It is immediate to see that \( \tilde{E} \in S_x \cap S^*_y \) is bounded with \( P(\tilde{E}) < +\infty \) and \( P(\tilde{E} ; \partial H) = 0 \). By Theorem 13.8 of [16], there exists a sequence \((\tilde{E}_k)_{k \in \mathbb{N}} \) of bounded open sets with smooth boundary such that

\[
\chi_{\tilde{E}_k} \to \chi_{\tilde{E}} \text{ in } L^1, \quad P(\tilde{E}_k) \to P(\tilde{E}),
\]

as \( k \to +\infty \). Arguing as in the proof of Lemma 2.1 of [11], one can prove that \((\tilde{E}_k)_{k \in \mathbb{N}} \subset S_x \cap S^*_y \). Now let us set \( E_k = \tilde{E}_k \cap H^+ \) for each \( k \in \mathbb{N} \). Since \( P(\tilde{E}) = 2P(E; H^+) \) and \( P(\tilde{E}_k) = 2P(E_k; H^+) \) by symmetry, from (3.5) we deduce that

\[
\chi_{E_k} \to \chi_E \text{ in } L^1, \quad P(E_k; H^+) \to P(E; H^+),
\]

as \( k \to +\infty \). We claim that \( P(E_k) \to P(E) \) as \( k \to +\infty \). Indeed, by (3.6), it is enough to show that

\[
P(E_k; \partial H) \to P(E; \partial H)
\]

as \( k \to +\infty \). Recalling (3.6), the limit in (3.7) follows by the definition and the continuity of the trace operator for \( BV \) functions on bounded open sets with Lipschitz boundary, see Theorems 3.87 and 3.88 of [2] (see also [9], Thm. 5.6). By a standard approximation by linear interpolation and a diagonalization argument, one can replace \((E_k)_{k \in \mathbb{N}} \) with a sequence of bounded open sets with polyhedral boundaries. □

In the proof of Theorem 3.6, we will need the following elementary inequalities, which we prove here for the reader’s convenience.
Lemma 3.5. Let $N \geq 1$ and let $a_k \in \mathbb{R}^n$ for all $k = 1, \ldots, N$. Then

$$\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} - \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2} \geq \frac{N - 1}{\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} + \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2}},$$

(3.8)

and thus in particular,

$$\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} - \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2} \geq \frac{N - 1}{2 \sum_{k=1}^{N} \sqrt{1 + |a_k|^2}}.$$  

(3.9)

Proof. We have

$$\left(\sum_{k=1}^{N} \sqrt{1 + |a_k|^2}\right)^2 = N + \sum_{k=1}^{N} |a_k|^2 + 2 \sum_{1 \leq h < k \leq N} (\sqrt{1 + |a_h|^2})(1 + |a_k|^2),$$

and

$$1 + \left|\sum_{k=1}^{N} a_k\right|^2 = 1 + \sum_{k=1}^{N} |a_k|^2 + 2 \sum_{1 \leq h < k \leq N} \langle a_h, a_k \rangle.$$

Therefore, by Cauchy–Schwarz inequality, we get

$$\left(\sum_{k=1}^{N} \sqrt{1 + |a_k|^2}\right)^2 - \left(1 + \left|\sum_{k=1}^{N} a_k\right|^2\right) = N - 1 + 2 \sum_{1 \leq h < k \leq N} \left(\sqrt{1 + |a_h|^2})(1 + |a_k|^2) - \langle a_h, a_k \rangle\right) \geq N - 1,$$

and thus

$$\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} - \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2} = \frac{\left(\sum_{k=1}^{N} \sqrt{1 + |a_k|^2}\right)^2 - \left(1 + \left|\sum_{k=1}^{N} a_k\right|^2\right)}{\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} + \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2}} \geq \frac{N - 1}{\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} + \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2}},$$

which is (3.8). In particular, we have $\sum_{k=1}^{N} \sqrt{1 + |a_k|^2} \geq \sqrt{1 + \left|\sum_{k=1}^{N} a_k\right|^2}$ and so from (3.8) we deduce (3.9).

3.4. Rearrangement theorem

We are now ready to prove the main result of this section. The argument follows the strategy outlined in the proof of Theorem 14.4 of [16].
We divide the proof in two steps. Proof. Moreover, equality holds in (3.10) if and only if $E_i^\dagger$ is equivalent to an interval for a.e. $t \in \mathbb{R}$, in which case $E^\star = E$ up to negligible sets.

**Step 1.** Let us assume that $E$ is a bounded open set in $\mathbb{R}^2$ with polyhedral boundary and that the outer unit normal to $E$ (that is elementarily defined at $\mathcal{H}^1$-a.e. point of $\partial E$) is never orthogonal to $e_1$. By this assumption and by the implicit function theorem, we get

\[ E = \bigcup_{h=1}^M \left\{ (x, y) \in \mathbb{R}^2 : y \in I_h^+ \cup I_h^-, \quad x \in \bigcup_{k=1}^{N(h)} u_k^h(y), v_k^h(y) \right\}, \quad (3.11) \]

\[
\partial E = \bigcup_{h=1}^M \bigcup_{k=1}^{N(h)} \Gamma(u_k^h, I_h^+ \cup I_h^-) \cup \Gamma(v_k^h, I_h^+ \cup I_h^-).
\]

Here $\{I^\pm_h\}_{h=1,\ldots,M}$ is a finite family of non-overlapping bounded intervals such that

\[ I^+_h \subset [0, +\infty], \quad I^-_h = -I^+_h, \quad I = \bigcup_{h=1}^M I^+_h \cup I^-_h, \]

where $I = \{t \in \mathbb{R} : \mathcal{L}^1(E_i^\dagger) > 0\}$ and $u_k^h, v_k^h : \mathbb{R} \to [0, +\infty]$, with $h = 1, \ldots, M$, $k = 1, \ldots, N(h)$, are affine even functions on $\mathbb{R}$ such that $u_k^h \leq v_k^h$ on $I_h^+$ and $u_k^h$ (respectively, $v_k^h$) is non-decreasing (respectively, non-increasing) on $[0, +\infty]$, see Figure 1. For $D \subset \mathbb{R}$ and $u : D \to \mathbb{R}$, we denote by $\Gamma(u, D) = \{(z, t) \in \mathbb{R}^2 : z \in D, t = u(z)\}$ the graph of $u$ over $D$. 

**Figure 1.** If $E$ is a bounded open set with polyhedral boundary, with outer unit normal never orthogonal to $e_1$, then $\partial E$ is parametrized as in (3.11). In particular, $u_k^h = v_k^h$ on $\partial I \cap \partial I_h^\mp$. Moreover, if $\partial I_h^+ \cap \partial I_h^\mp \neq \emptyset$ and $1 \leq k \leq N(h)$, then either $u_k^h = v_k^h$, or there exists $1 \leq j \leq N(i)$ such that $u_k^h = u_j^i$ and $v_k^h = v_j^i$ on $\partial I^+_i \cap \partial I_h^\pm$. These two properties, guaranteed by (3.11), imply the continuity of $\lambda_E$, $\hat{u}$ and $\hat{v}$.

**Theorem 3.6.** Let $E \subset H$ be a measurable set such that $\mathcal{L}^2(E) < +\infty$, $P(E) < +\infty$ and $E \in \mathcal{S}^*_y$. Let $E^\star \subset H$ be the set defined in (3.3). Then $\mathcal{L}^2(E^\star) = \mathcal{L}^2(E)$, $E^\star \in \mathcal{S}^*_y$ and

\[
\min\{P(E) - P(E^\star), \quad P(E; H^+) - P(E^\star; H^+)\} \geq 0.
\]

Moreover, equality holds in (3.10) if and only if $E_i^\dagger$ is equivalent to an interval for a.e. $t \in \mathbb{R}$, in which case $E^\star = E$ up to negligible sets.

**Proof.** We divide the proof in two steps.
The function $\lambda_E : I \to [0, +\infty]$ of Lemma 3.2 is given by

$$\lambda_E(y) = \sum_{k=1}^{N(h)} v_k^+(y) - u_k^-(y), \quad \forall y \in I^+_h \cup I^-_h.$$  

Note that $\lambda_E$ is a continuous function. The function $\phi_E : I \to [0, +\infty]$ of Lemma 3.2 is given by

$$\phi_E(y) = u_1^+(y), \quad \forall y \in I^+_h \cup I^-_h.$$  

We claim that, since $E \in S^+_y$, $\partial E \cap \partial H$ is a symmetric interval centered at the origin and

$$\partial E \cap \partial H = \{ y \in \mathbb{R} : \phi_E(y) = 0 \} = \phi^{-1}_E(0).$$

Indeed, setting

$$\bar{h} = \max\{h = 1, \ldots, M : \text{for all } r \leq h, u_1^+(y) = 0 \text{ for every } y \in I^+_r \cup I^-_r \},$$

or $\bar{h} = 0$ if the condition in brackets is empty, we get

$$\partial E \cap \partial H = \bigcup_{h=1}^{\bar{h}} I^+_h \cup I^-_h.$$  \hspace{1cm} (3.12)

Now, let us set $\inf I^+_h = d_{h-1}$, $\sup I^+_h = d_h$. By construction, the discontinuity points of $\phi_E$ belong to the finite set $D = \{d_h : h = 1, \ldots, M\}$. Therefore, the function $\tau_E : I \to [0, +\infty]$ defined in (3.2) is given by

$$\tau_E(y) = \sum_{l=1}^{k-1} (u_{l+1}^+(d_l) - u_{l+1}^-(d_l)) \chi_{(d_l, +\infty)}(|y|), \quad \forall y \in I^+_h \cup I^-_h.$$  

Let also

$$\tilde{u}(y) = \phi_E(y) - \tau_E(y), \quad y \in I,$$

and

$$\tilde{v}(y) = \tilde{u}(y) + \lambda_E(y), \quad y \in I.$$  

The functions $\tilde{u}, \tilde{v}$ are affine, even, non-negative and continuous functions on $I$ such that $\tilde{u} \leq \tilde{v}$ and $\tilde{u}$ (respectively, $\tilde{v}$) is non-decreasing (respectively, non-increasing) on $I^+ = I \cap [0, +\infty[$. Recalling (3.3), we thus find that

$$E^* = \{ (x, y) \in \mathbb{R}^2 : y \in I, \ x \in ]\tilde{u}(y), \tilde{v}(y)[ \},$$

$$\partial E^* = \Gamma(\tilde{u}, I) \cup \Gamma(\tilde{v}, I).$$

In particular, we get that $L^2(E^*) = L^2(E)$ and $E^* \in S^+_y$. Note that

$$\varphi_{E^*}(y) = \tilde{u}(y) \leq \varphi_E(y) \quad y \in I,$$
Figure 2. In general, the amount of perimeter on $\partial H$ of a bounded open set $E$ with polyhedral boundary is increased by the rearrangement defined in (3.3), so that $P(E; \partial H) \leq P(E^*; \partial H)$. Precisely, the set $\partial E^* \cap \partial H$ coincides with the connected component of $\{ \Phi_E' = 0 \}$ containing $\partial E \cap \partial H$.

so that $\partial E \cap \partial H \subset \partial E^* \cap \partial H$. Thus,

$$P(E; \partial H) \leq P(E^*; \partial H). \quad (3.13)$$

Indeed, let

$$\hat{h} = \max \{ h = 1, \ldots, M : \text{ for all } r \leq h, \ u^r_h(y) \text{ is constant on } I^+_h \cup I^-_h \},$$

or $\hat{h} = 0$ if the condition in brackets is empty. Then, we get $\tilde{h} \geq \hat{h}$, and hence,

$$\partial E^* \cap \partial H = \bigcup_{h=1}^{\tilde{h}} I^+_h \cup I^-_h = (\partial E \cap \partial H) \cup \bigcup_{h=\tilde{h}}^{\hat{h}} I^+_h \cup I^-_h, \quad (3.14)$$

see Figure 2.

We now prove that $P(E^*) \leq P(E)$. We have

$$P(E) = 2 \sum_{h=1}^{M} \int_{I^+_h} \sum_{k=1}^{N(h)} \sqrt{1 + |(u^k_h)'|^2 + 1 + |(v^k_h)'|^2} \, dy,$$

$$P(E^*) = 2 \int_{I^+} \sqrt{1 + |\tilde{u}'|^2} + \sqrt{1 + |\tilde{v}'|^2} \, dy$$

$$= 2 \sum_{h=1}^{\tilde{h}} \int_{I^+_h} \left( \sqrt{1 + |(u^1_h)'|^2 + \left[ 1 + |(v^1_h)'| + \sum_{k=2}^{N(h)} \left( (v^k_h)' - (u^k_h)' \right) \right]} \right) \, dy.$$ 

By inequality (3.9) in Lemma 3.5, we obtain that

$$\sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(u^k_h)'|^2 + 1 + |(v^k_h)'|^2} - \sqrt{1 + |(v^1_h)' + \sum_{k=2}^{N(h)} ( (v^k_h)' - (u^k_h)' )|^2}} \geq \frac{N(h) - 1}{\sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(u^k_h)'|^2} + \sqrt{1 + |(v^k_h)'|^2}}.$$
and therefore $P(E^*) \leq P(E)$ since $N(h) \geq 1$ for every $h$. The inequality above allows us to deduce some more
precise information. Let $D \subset I$ be the set of those $t \in I$ such that $E^*_t$ is not an interval, so that $N(h) \geq 2$ if and
only if $I^\pm_h \cap D = \emptyset$. Then we get

$$P(E) - P(E^*) \geq 2 \sum_{h=1}^{M} \int_{I^+_h \cap D} \frac{1}{\sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(v^k_h)'|^2}} \, dy.$$

Since clearly it holds

$$P(E) \geq 2 \sum_{h=1}^{M} \int_{I^+_h \cap D} \sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(v^k_h)'|^2}} \, dy,$$

by Cauchy-Schwarz inequality we deduce that

$$(P(E) - P(E^*)) P(E) \geq \mathcal{L}^1(D)^2. \quad (3.15)$$

In addition, from (3.13) we deduce that

$$P(E; H^+) - P(E^*; H^+) \geq P(E^*; \partial H) - P(E; \partial H) \geq 0.$$

We can also obtain a stronger inequality. Indeed, by (3.12) and (3.14), we have

$$P(E; H^+) = 2 \sum_{h=1}^{\tilde{h}} \int_{I^+_h} \sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(v^k_h)'|^2}} \, dy + 2 \sum_{h=\tilde{h}+1}^{M} \int_{I^+_h} \sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(v^k_h)'|^2}} \, dy,$$

$$P(E^*; H^+) = 2 \int_{I^+ \cap \{t > 0\}} \sqrt{1 + |\tilde{w}'|^2} \, dy + 2 \int_{I^+_h} \sqrt{1 + |\tilde{v}'|^2} \, dy$$

$$= 2 \sum_{h=1}^{\tilde{h}} \int_{I^+_h} \sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(v^k_h)'|^2}} \, dy + 2 \sum_{h=\tilde{h}+1}^{M} \int_{I^+_h} \sqrt{1 + |(v^1_h)'|^2 + \sum_{k=2}^{N(h)} \sqrt{1 + |(v^k_h)'|^2}} \, dy.$$

Then, since $\tilde{h} \geq \tilde{h}$, arguing as before we get that

$$(P(E; H^+) - P(E^*; H^+)) P(E; H^+) \geq \mathcal{L}^1(D)^2.$$

**Step 2.** Let $E \subset H$ be a measurable set such that $\mathcal{L}^2(E) < +\infty$, $P(E) < +\infty$ and $E \in S^*_y$. By Lemma 3.4, there exists a sequence $(E_k)_{k \in \mathbb{N}}$ of bounded open sets with polyhedral boundary such that

$$E_k \subset H, \quad E_k \in S^*_y, \quad (3.16)$$
and, as $k \to +\infty$,

$$\chi_{E_k} \to \chi_E \text{ in } L^1, \quad P(E_k) \to P(E), \quad P(E_k; H^+) \to P(E; H^+).$$

(3.17)

Without loss of generality, we can assume that for every $k \in \mathbb{N}$ the outer unit normal to $E_k$ is never orthogonal to $e_1$ while keeping (3.16) and (3.17). Let us set

$$I_k = \{y \in \mathbb{R} : \lambda_{E_k}(y) > 0\},$$

and $D_k \subset I_k$ the set of those $t \in I_k$ such that $(E_k)_t^\nu$ is not an interval. Applying step one to each $E_k$, we get

$$P(E_k^\star) \leq P(E_k), \quad P(E_k^\star; H^+) \leq P(E_k; H^+),$$

(3.18)

$$\mathcal{L}^1(D_k)^2 \leq \min\{(P(E_k) - P(E_k^\star))P(E_k), (P(E_k; H^+) - P(E_k^\star; H^+))P(E_k; H^+)\}.$$

(3.19)

By Tonelli’s theorem, we have

$$\mathcal{L}^2(E_k \triangle E) = \int_{\mathbb{R}} \mathcal{L}^1((E_k)_t^\nu \triangle E_t^\nu) \, dt \geq \int_{\mathbb{R}} |\lambda_{E_k}(t) - \lambda_E(t)| \, dt = \mathcal{L}^2(E_k^\star \triangle E^\star).$$

(3.20)

In particular, $\chi_{E_k^\star} \to \chi_E^\star$ in $L^1$ and, by the lower semicontinuity of the perimeter,

$$P(E^\star) \leq \liminf_{k \to +\infty} P(E_k^\star), \quad P(E^\star; H^+) \leq \liminf_{k \to +\infty} P(E_k^\star; H^+).$$

(3.21)

By (3.17) and (3.18), from (3.21) we deduce (3.10). In addition, from (3.19), we get

$$\limsup_{k \to +\infty} \mathcal{L}^1(D_k)^2 \leq \min\{(P(E) - P(E^\star))P(E), (P(E; H^+) - P(E^\star; H^+))P(E; H^+)\}.$$

In particular, if either $P(E^\star) = P(E)$ or $P(E^\star; H^+) = P(E; H^+)$, then $\chi_{D_k} \to 0$ in $L^1(\mathbb{R})$ as $k \to +\infty$. Since (3.20) implies that $\chi_{(E_k)_t^\nu} \to \chi_{E_t^\nu}$ in $L^1(\mathbb{R})$ for a.e. $t \in \mathbb{R}$, as well as $\chi_{I_k} \to \chi_I$ in $L^1(\mathbb{R})$, we may apply ([16], Props. 12.15 and 14.5) to find that

$$\liminf_{k \to +\infty} \chi_{I_k \setminus D_k}(t)P((E_k)_t^\nu) \geq \chi_I(t)P(E_t^\nu) \quad \text{for a.e. } t \in \mathbb{R}.$$

Moreover, by Fatou’s lemma, we have

$$\int_I P(E_t^\nu) \, dt \leq \liminf_{k \to +\infty} \int_{I_k \setminus D_k} P((E_k)_t^\nu) \, dt = 2\liminf_{k \to +\infty} \mathcal{L}^1(I_k \setminus D_k) = 2\mathcal{L}^1(I).$$

By the one-dimensional isoperimetric inequality, $P(E_t^\nu) \geq 2$ for a.e. $t \in \mathbb{R}$. Therefore, $P(E_t^\nu) = 2$ for a.e. $t \in I$. By Proposition 12.13 of [16], for every such $t$, $E_t^\nu$ is equivalent to an interval. Thanks to Lemma 3.3, this concludes the proof.

\[\square\]

3.5. Boundary regularity

We conclude this section showing that $x$-convex and $y$-Schwarz symmetric sets are bounded and have Lipschitz boundary.
Proposition 3.7. Let \( E \subset H \) be a measurable set such that \( \mathcal{L}^2(E) < +\infty \), \( P(E) < +\infty \) and \( E \in S^*_x \). If \( E \) is \( x \)-convex, then \( E \) is bounded and \( \partial E \) is piecewise Lipschitz. In particular, if \( E \subset H \), then \( E^\star \) is bounded and \( \partial E^\star \) is piecewise Lipschitz.

Proof. Let \( \lambda_E, \varphi_E : \mathbb{R} \to [0, +\infty) \) be as in Lemma 3.2. Since \( E \) is \( x \)-convex, up to \( \mathcal{L}^2 \)-negligible sets we can write

\[
E = \{(x,y) \in \mathbb{R}^2 : y \in \text{dom} \varphi_E, \ 0 \leq x - \varphi_E(y) \leq \lambda_E(y)\},
\]

see Lemma 14.6 of [16]. Since \( E \in S^*_x \), there exists \( b \in [0, +\infty) \) such that \( \text{dom} \varphi_E = ] - b, b[ \) up to \( \mathcal{L}^1 \)-negligible sets, so that \( E \subset \mathbb{R} \times ] - b, b[ \) up to \( \mathcal{L}^2 \)-negligible sets. Thus, by (3.22) and Proposition 3.2 of [3], we get \( 4b \leq P(E) \), so that \( b \leq \frac{1}{4} P(E) < +\infty \). Observe that, since \( E \in S^*_y \), we have that \( 0 \in \text{dom} \varphi_E \). Hence, Lemma 3.2 yields \( E \subset [\varphi_E(0), \varphi_E(0) + \lambda_E(0)] \times \mathbb{R} \) up to \( \mathcal{L}^2 \)-negligible sets. Moreover, up to \( \mathcal{L}^2 \)-negligible sets, we can write

\[
E = \{(x,y) \in \mathbb{R}^2 : |y| \leq f(x), \ x \in [\varphi_E(0), \varphi_E(0) + \lambda_E(0)]\}
\]

for some non-negative \( f \in L^1([\varphi_E(0), \varphi_E(0) + \lambda_E(0)]) \). Thus, again by Proposition 3.2 of [3], we get \( 2\lambda_E(0) \leq P(E) \), so that \( \lambda_E(0) \leq \frac{1}{2} P(E) < +\infty \). This proves that \( E \) is bounded.

Now, let us define

\[
F = \{(x,y) \in \mathbb{R}^2 : y \in \text{dom} \varphi_E, \ 0 \leq |x| \leq \varphi_E(y)\},
\]

\[
G = \{(x,y) \in \mathbb{R}^2 : y \in \text{dom} \varphi_E, \ 0 \leq |x| \leq \varphi_E(y) + \lambda_E(y)\}.
\]

We have \( F \subset G \) and \( E = (G \setminus F) \cap H \). By the properties of \( \varphi_E \) and \( \lambda_E \), we have that \( G \in S^*_x \cap S^*_y \) and \( F \in S^*_x \cap S^*_y \). Let us set

\[
\tilde{F} = \{(x,y) \in \mathbb{R}^2 : (|x|, b - |y|) \in F\}.
\]

Then \( \tilde{F} \in S^*_x \cap S^*_y \). Arguing as in the proof of Theorem 3.1 of [19] (see also [12], Sect. 5.1), we conclude that \( \partial G \) and \( \partial \tilde{F} \) are both union of the image of four Lipschitz curves. As a consequence, \( \partial F \) is piecewise Lipschitz. This proves that \( \partial E \) is piecewise Lipschitz and the proof is complete. \( \square \)

4. The double bubble problem for vertical interfaces

4.1. Existence of minimizers with vertical interface

4.1.1. Reduction to more symmetric sets

In this section we prove the existence of solutions to problem (1.5). The following result restricts the class of admissible sets to more symmetric ones. For the notation we refer to Section 2.4.

Theorem 4.1 (Reduction). Let \( v > 0 \) and let \( E \in A^\alpha(v) \) with \( \mathcal{P}_\alpha(E) < +\infty \). There exists \( \tilde{E} \in A^\alpha(v) \cap S_x \cap S^*_y \), bounded and \( x \)-transformed-convex, such that \( \mathcal{P}_\alpha^x(\tilde{E}) \leq \mathcal{P}_\alpha^x(E) \). Moreover, in the case \( \alpha > 0 \), \( E \in S_x \) is equivalent to a \( x \)-transformed-convex set if and only if \( \mathcal{P}_\alpha^x(E) = \mathcal{P}_\alpha^x(F) \). In addition, there exist \( r \in ]0, +\infty[ \) and \( f \in C([0, r]) \cap \text{Lip}_{loc}([0, r]) \) such that

\[
\tilde{E} = \{(x,y) \in \mathbb{R}^2 : |y| \leq f(|x|), \ |x| \leq r\}.
\]

Proof. We split the proof in several steps. To avoid heavy notation, during the proof we will omit the \( x \)-superscript for the sets \( E^{\pm x} \) defined in (1.3).
Step 1: $x$-symmetrization. It is not restrictive to assume that $P_{\alpha}(E^+) \leq P_{\alpha}(E^-)$ (otherwise, we can reflect $E$ with respect to the $y$-axis). We thus define

$$E^1 = \{(x, y) \in \mathbb{R}^2 : (|x|, y) \in E^+\}.$$

Clearly, $E^1 \subset \mathcal{A}^x(v)$ is $x$-symmetric. We claim that $\mathcal{P}_\alpha^x(E^1) \leq \mathcal{P}_\alpha^x(E)$. Indeed, this is equivalent to prove that $\mathcal{P}_\xi(F^1) \leq \mathcal{P}_\xi(F)$, where $F = \Psi(E)$, $F^1 = \Psi(E^1)$ and $\Psi$ is as in (2.4). By De Giorgi’s Structure Theorem (see [16], Thm. 15.9 for instance), the perimeter measure of $F$ is given by $\mu_F = \mathcal{H}^1_{\partial^*} F$, where $\partial^* F$ is the reduced boundary of $F$. We thus have

$$\mathcal{P}_\xi(F) = \frac{1}{2} (P(F) + P(F^+) + P(F^-))$$

$$= P(F^+) + P(F^-) - \min \{\mathcal{H}^1(\partial^*(F^+) \cap \{\xi = 0\}), \mathcal{H}^1(\partial^*(F^-) \cap \{\xi = 0\})\}$$

$$\geq 2P(F^+) - \mathcal{H}^1(\partial^*(F^+) \cap \{\xi = 0\}) = \mathcal{P}_\xi(F^1).$$

Step 2: Vertical Steiner symmetrization. The set $F^1 = \Psi(E^1)$ is $\xi$-symmetric and satisfies $F^{1,+} = \Psi(E^{1,+})$. By (2.5), we have

$$P(F^1) = P_{\alpha}(E^1), \quad \mathcal{M}_{\alpha}(F^1) = \mathcal{L}^2(E^1),$$

$$P(F^{1,+}) = P_{\alpha}(E^{1,+}), \quad \mathcal{M}_{\alpha}(F^{1,+}) = \mathcal{L}^2(E^{1,+}).$$

Let $F^2$ be the Steiner symmetrization of $F^1$ in the $\eta$-direction, i.e.,

$$F^2 = \left\{(t, \eta) \in \mathbb{R}^2 : |\eta| < \frac{\mathcal{L}^1((F^1)^{\circ 1}_\xi)}{2}\right\},$$

with the notation (2.8). $F^{2,+}$ is the Steiner symmetrization of $F^{1,+}$ in the $\eta$-direction. By Theorem 1.1 of [4] (see also [3], Thm. A for a more general statement), we have $P(F^2) \leq P(F^1)$ and $P(F^{2,+}) \leq P(F^{1,+})$, so that $\mathcal{P}_\xi(F^2) \leq \mathcal{P}_\xi(F^1)$. Moreover, if $\mathcal{P}_\xi(F^2) < \mathcal{P}_\xi(F^1)$, then $F^1$ (or, equivalently, $F^{1,+}$) is not equivalent to an $\eta$-convex set. In addition, since $\mathcal{L}^1((F^1)^{\circ 1}_\xi) = \mathcal{L}^1((F^2)^{\circ 1}_\xi)$ for all $t \in \mathbb{R}$, by Tonelli’s theorem we get

$$\mathcal{M}_{\alpha}(F^{1,+}) = \int_{F^{1,+}} |(\alpha + 1)t|^{-\frac{\alpha+1}{2\alpha}} \, dt\, d\eta = \int_{-\infty}^{+\infty} |(\alpha + 1)t|^{-\frac{\alpha+1}{2\alpha}} \mathcal{L}^1((F^{1,+})^{\circ 1}_\xi) \, dt$$

$$= \int_{-\infty}^{+\infty} |(\alpha + 1)t|^{-\frac{\alpha+1}{2\alpha}} \mathcal{L}^1((F^{2,+})^{\circ 1}_\xi) \, dt = \mathcal{M}_{\alpha}(F^{2,+}).$$

Letting $E^2 = \Phi(F^2)$, where $\Phi$ is as in (2.4), we get that $E^2 \in \mathcal{A}^x (v) \cap S_x \cap S^{\circ}_y$ satisfies $\mathcal{P}_\alpha^x(E^2) \leq \mathcal{P}_\alpha^x(E^1)$, with strict inequality if $E^1$ is not equivalent to a $y$-convex set.

Step 3: Horizontal rearrangement. Let $F^2 = \Psi(E^2)$. Note that $F^{2,+} \subset \{\xi \geq 0\}$ is such that $\mathcal{M}_{\alpha}(F^{2,+}) < +\infty$, $P(F^{2,+}) < +\infty$ and $F^{2,+} \subset S^{\circ}_\eta$. We claim that $\mathcal{L}^2(F^2) < +\infty$. Indeed, let $G$ be the Steiner symmetrization of $F^2$ in the $\xi$-direction, i.e.,

$$G^1 = \left\{ (\xi, t) \in \mathbb{R}^2 : |\xi| < \frac{\mathcal{L}^1((F^{2,+})^{\circ 1}_\eta)}{2}\right\},$$

with the notation (2.8). Arguing as in the proof of Theorem 3.1 of [19], we have $\mathcal{M}_{\alpha}(G^1) \geq \mathcal{M}_{\alpha}(F^{2,+})$. By Theorem 1.1 of [4], we have $P(G^1) \leq P(F^{2,+})$. In addition, by Tonelli’s theorem, we also have $\mathcal{L}^2(G^1) = \mathcal{L}^2(F^{2,+})$. 

---

V. FRANCESCHI AND G. STEFANI
Now, if \( P(G^1) = P(F^{2,+}) \), then either \( \mathcal{L}^2(F^{2,+}) < +\infty \) (and we have nothing to prove) or \( F^{2,+} \) is equivalent to \( \mathbb{R}^2 \). But if \( F^{2,+} \) is equivalent to \( \mathbb{R}^2 \), then \( \mathcal{M}_\alpha(G^{2,+}) = +\infty \), which is a contradiction. So, assume that \( P(G^1) < P(F^{2,+}) \). The set \( G^1 \) is equivalent to an open \( \xi \)-Schwarz and \( \eta \)-Schwarz symmetric set. Again, arguing as in the proof of Theorem 3.1 of [19], its convex hull \( G^2 = \text{co}(G^1) \) is open and satisfies \( \mathcal{M}_\alpha(G^2) = \mathcal{M}_\alpha(G^1) \), \( \mathcal{L}^2(G^2) \geq \mathcal{L}^2(G^1) \) and \( P(G^2) \leq P(G^1) \). Since any open convex set with finite perimeter is bounded, the set \( G^2 \) is bounded and thus \( \mathcal{L}^2(G^2) < +\infty \), which immediately implies that \( \mathcal{L}^2(F^{2,+}) < +\infty \) as claimed.

We can thus apply Theorem 3.6 to the set \( F^{2,+} \). We define

\[
F^3 = \{ (\xi, \eta) \in \mathbb{R}^2 : (\xi, |\eta|) \in F^{3,+} \},
\]

where \( F^{3,+} = (F^{2,+})^* \). Then \( F^{3,+} \in \mathcal{S}_{\mathcal{A}}^* \) is \( \xi \)-convex, \( \mathcal{L}^2(F^{3,+}) = \mathcal{L}^2(F^{2,+}) \) and

\[
\min \{ P(F^{2,+}) - P(F^{3,+}), P(F^{2,+}; \{ \xi > 0 \}) - P(F^{3,+}; \{ \xi > 0 \}) \} \geq 0,
\]

with equality if and only if \( F^{2,+} \) is equivalent to a \( \xi \)-convex set. Therefore, \( \mathcal{P}_\xi(F^{3,+}) \leq \mathcal{P}_\xi(F^{2,+}) \) with equality if and only if \( F^{2,+} \) is equivalent to a \( \xi \)-convex set. We claim that \( \mathcal{M}_\alpha(F^{3,+}) \geq \mathcal{M}_\alpha(F^{2,+}) \). Indeed, by the definition of the horizontal rearrangement in (3.3), we have that

\[
0 \leq \text{ess inf}(F^{3,+})_t \leq \text{ess inf}(F^{2,+})_t, \quad \mathcal{L}^2((F^{3,+})_t^\mathcal{Y}) = \mathcal{L}^2((F^{2,+})_t^\mathcal{Y}), \tag{4.2}
\]

for a.e. \( t \in \mathbb{R} \). Now let \( A \subset [0, +\infty[ \) be a \( \mathcal{L}^1 \)-measurable set with finite measure and let \( B = [a, a + \mathcal{L}^1(A)] \) for some \( 0 \leq a \leq \text{ess inf} \) \( A \). Since the function \( \xi \mapsto \xi^\beta \), with \( \beta = -\frac{\alpha}{\alpha + 1} \) and \( \xi \geq 0 \), is decreasing, we have

\[
\int_A \xi^\beta \, d\xi \leq \int_B \xi^\beta \, d\xi. \tag{4.3}
\]

Indeed, note that inequality (4.3) is immediate if \( A \) is an interval, since in this case \( B = A - a \). Thus, we can directly assume that \( a = \text{ess inf} \) \( A \). Note that inequality (4.3) follows if we prove that \( \int_{A \setminus B} \xi^\beta \, d\xi \leq \int_{B \setminus A} \xi^\beta \, d\xi \), since

\[
\int_A \xi^\beta \, d\xi = \int_{A \setminus B} \xi^\beta \, d\xi + \int_{A \cap B} \xi^\beta \, d\xi \leq \int_{A \setminus B} \xi^\beta \, d\xi + \int_{B \setminus A} \xi^\beta \, d\xi = \int_B \xi^\beta \, d\xi.
\]

On the other hand, since \( \mathcal{L}^1(A) = \mathcal{L}^1(B) \) and \( \text{ess inf}(A \setminus B) \geq \text{ess sup}(B \setminus A) \), we have that

\[
\int_{A \setminus B} \xi^\beta \, d\xi \leq \mathcal{L}^1(A \setminus B) (\text{ess inf}(A \setminus B))^\beta \leq \mathcal{L}^1(B \setminus A) (\text{ess sup}(B \setminus A))^\beta \leq \int_{B \setminus A} \xi^\beta \, d\xi.
\]

Thus, by Tonelli’s theorem and (4.2), we conclude that \( \mathcal{M}_\alpha(F^{3,+}) \geq \mathcal{M}_\alpha(F^{2,+}) \) as claimed. In conclusion, setting \( E^3 = \Phi(F^3) \), we have that \( E^3 \in \mathcal{A}^x(v) \cap S_x \cap S_y^* \) is such that \( E^{3,+} \) is \( x \)-convex and satisfies \( \mathcal{L}^2(E^3) \geq \mathcal{L}^2(E^2) \) and \( \mathcal{P}_\alpha^x(E^3) \leq \mathcal{P}_\alpha^x(E^2) \), with strict inequality if and only if \( E^{2,+} \) is not equivalent to a \( x \)-convex set.

**Step 4: Convexification and regularization.** Let \( F^3 = \Psi(E^3) \) as in the previous step. Since \( F^{3,+} \in S_y^* \) is \( \xi \)-convex, has finite \( \mathcal{L}^2 \)-measure and finite perimeter, by Proposition 3.7, \( F^{3,+} \) is bounded and \( \partial F^{3,+} \) is piecewise Lipschitz. Arguing as in the proof of Theorem 3.1 of [19], the convex hull \( F^{4,+} = \text{co}(F^{3,+}) \) is \( \xi \)-convex, \( y \)-Schwarz symmetric and satisfies

\[
P(F^{4,+}) \leq P(F^{3,+}), \quad P(F^{4,+}; \{ \xi > 0 \}) \leq P(F^{3,+}; \{ \xi > 0 \}), \tag{4.4}
\]
and, since \( F^{3,+} \subset F^{4,+} \),

\[
\mathcal{M}_\alpha(F^{4,+}) \geq \mathcal{M}_\alpha(F^{3,+}).
\]

Note that the inequalities in (4.4) are strict if \( F^{3,+} \) is not equivalent to a convex set. Let us set

\[
F^4 = \{ (\xi, \eta) \in \mathbb{R}^2 : |\xi| \in F^{4,+} \}
\]

and \( E^4 = \Phi(F^4) \). Then \( E^4 \in \mathcal{S}_x \cap \mathcal{S}^{*}_y \) is \( x \)-transformed-convex and satisfies

\[
\mathcal{P}^x_\alpha(E^4) \leq \mathcal{P}^x_\alpha(E^3), \quad \mathcal{L}^2(E^4) \geq \mathcal{L}^2(E^3).
\]

Moreover, since \( F^{4,+} \) is convex, there exist \( 0 \leq a < b < +\infty \) and \( \varphi \in C([a, b]) \cap \text{Lip}_{loc}([a, b]) \) such that

\[
F^4 = \{ (\xi, \eta) \in \mathbb{R}^2 : |\eta| \leq \varphi(|\xi|), \ a \leq |\xi| \leq b \}.
\]

We claim that the set

\[
F^5 = \{ (\xi, \eta) \in \mathbb{R}^2 : |\eta| \leq \varphi(|\xi| + a), \ |\xi| \leq b - a \},
\]

satisfies \( \mathcal{P}^\xi(F^5) \leq \mathcal{P}^\xi(F^4) \), with strict inequality if \( \min\{a, \varphi(a)\} > 0 \). To prove the claim, recall that \( \mathcal{P}^\xi(F^i) = \frac{1}{2}(P(F^i+,\varphi) + P(F^i-,\varphi)) \) for \( i = 4, 5 \) and notice that \( F^5 = F^{5,+} \cup F^{5,-} \), where \( F^{5,+} = F^{4,+} - (a, 0), \ F^{5,-} = F^{4,-} + (a, 0) \). Since \( P \) is invariant under translations, we have that

\[
P(F^{5,+}) = P(F^{4,+}), \quad P(F^{5,-}) = P(F^{4,-}). \tag{4.5}
\]

Moreover, we have

\[
P(F^5) = 2P(F^{5,+}; \{ \xi > 0 \}) = 2P(F^{4,+}; \{ \xi > a \}).
\]

If \( a = 0 \), the latter is equal to \( P(F^4) \). On the other hand, if \( a > 0 \), there holds

\[
P(F^4) = 2 \left[ P(F^{4,+}; \{ \xi > a \}) + 2H^1(F^{4,+} \cap \{ \xi = a \}) \right]
\]

\[
= 2 \left[ P(F^{4,+}; \{ \xi > a \}) + 2\varphi(a) \right]
\]

\[
\geq 2P(F^{4,+}; \{ \xi > a \}) = P(F^5), \tag{4.6}
\]

where the last inequality is strict if also \( \varphi(a) > 0 \). By (4.5) and (4.6) the claim follows. By Tonelli’s theorem, it is easy to see that \( \mathcal{M}_\alpha(F^5) \geq \mathcal{M}_\alpha(F^4) \), with strict inequality if \( a > 0 \). We set \( E^5 = \Psi(F^5) \). Note that \( E^5 = \mathcal{S}_x \cap \mathcal{S}^{*}_y \) is \( x \)-convex, \( x \)-transformed-convex and of the form (4.1). Moreover it satisfies \( \mathcal{L}^2(E^5) \geq \mathcal{L}^2(E^3), \mathcal{P}^\alpha_\alpha(E^5) \leq \mathcal{P}^\alpha_\alpha(E^4) \), with strict inequalities if \( E^4 \) was not already of the form (4.1), see also [11], Lemma 2.2, Step 1 for an alternative proof.

**Step 5: Scaling and conclusion.** We can now set \( \tilde{E} = \delta_\lambda(E^5) \) with \( \lambda > 0 \) such that \( \mathcal{L}^2(\tilde{E}) = \mathcal{L}^2(E) \). In fact, we have

\[
\lambda^{-d}\mathcal{L}^2(\tilde{E}) = \mathcal{L}^2(E^5) = \mathcal{L}^2(F^4) \geq \mathcal{L}^2(E^3) \geq \mathcal{L}^2(E^2) = \mathcal{L}^2(E^1) = \mathcal{L}^2(E),
\]

and

\[
\lambda^{1-d}\mathcal{P}^\alpha_\alpha(\tilde{E}) \leq \mathcal{P}^\alpha_\alpha(E^5) \leq \mathcal{P}^\alpha_\alpha(E^4) \leq \mathcal{P}^\alpha_\alpha(E^3) \leq \mathcal{P}^\alpha_\alpha(E^2) \leq \mathcal{P}^\alpha_\alpha(E^1) \leq \mathcal{P}^\alpha_\alpha(E).
\]
Therefore, we must have $\lambda \in (0, 1]$, with $\lambda < 1$ if $E \in \mathcal{S}_x$ is not equivalent to a $x$-transformed-convex set in the case $\alpha > 0$. This concludes the proof.

### 4.1.2. Existence of minimal double bubbles with vertical interface

We are now ready to prove the existence of minimizers to problem (1.5).

**Theorem 4.2** (Existence of minimizers with vertical interface). Let $\alpha \geq 0$ and fix $\nu > 0$. There exists a solution $E^* \in \mathcal{A}^\nu \cap \mathcal{S}_x \cap \mathcal{S}_y^*$, bounded and $x$-transformed-convex, to the minimal partition problem (1.5). Moreover, there exist $r \in [0, +\infty]$ and $f \in C([0, r]) \cap \text{Lip}_{loc}([0, r])$ such that

$$E^* = \{(x, y) \in \mathbb{R}^2 : |y| \leq f(|x|), \ |x| \leq r\}.$$ 

**Proof.** We study the existence of solutions by the direct method of the calculus of variation. By Theorem 4.1, the class of admissible sets can be restricted to

$$\mathcal{B}^\nu(v) = \{E \in \mathcal{A}^\nu(v) : E \in \mathcal{S}_x \cap \mathcal{S}_y^* \text{ bounded, } x\text{-transformed-convex, as in (4.1)}\}.$$ 

By the isoperimetric inequality (2.6), for any $E \in \mathcal{B}^\nu(v)$ we have that $\mathcal{P}_\alpha^v(E) \leq k$ for some constant $k = k(\alpha, v) \in [0, +\infty]$ depending only on $\alpha \geq 0$ and $v > 0$.

We claim that any $E \in \mathcal{B}^\nu(v)$ is contained in the rectangle $[-a, a] \times [-b, b]$ for some $a, b \in [0, +\infty]$ depending only on $\alpha, v > 0$. Fix $E \in \mathcal{B}^\nu(v)$. By Theorem 4.1, there exist $r_E \in [0, +\infty]$ and $f_E \in C([0, r_E]) \cap \text{Lip}_{loc}([0, r_E])$ such that

$$E = \{(x, y) \in \mathbb{R}^2 : |y| \leq f_E(|x|), \ |x| \leq r_E\}.$$ 

Thus, by the representation formula (2.2), we get

$$k \geq \mathcal{P}_\alpha(E^{+x}) \geq 2 \int_0^{r_E} \sqrt{x^{2\alpha} + f_E'(x)^2} \, dx \geq 2 \int_0^{r_E} x^{\alpha} \, dx = \frac{2 \, r_E^{\alpha + 1}}{\alpha + 1},$$

and thus $2a^{\alpha+1} \leq (\alpha+1)k$. In particular, the convex set $F^{+\xi} = \Phi(E^{+x})$ is bounded and contained in $[0, \bar{a}] \times \mathbb{R}$ for some $\bar{a}$ depending on $a$ and $\alpha$. Let

$$\bar{b} := \max\{\mathcal{L}^1(F^{+\xi}_t) : t \in [0, \bar{a}]\}.$$ 

Then, by convexity, we get $k \geq \mathcal{P}(F^{+\xi}) \geq \sqrt{\bar{a}^2 + 2\bar{b}^2}$, which immediately implies that $b$ depends only on $\alpha, v > 0$.

Now, let $(E_h)_{h \in \mathbb{N}} \subset \mathcal{B}^\nu(v)$ be a minimizing sequence for the problem (1.5), namely

$$\mathcal{P}_\alpha^v(E_h) \leq C_{\text{MP}}^v \left(1 + \frac{1}{h}\right),$$

where $C_{\text{MP}}^v := \inf\{\mathcal{P}_\alpha^v(E) : E \in \mathcal{A}^\nu(v)\}$. Note that $C_{\text{MP}}^v > 0$ because of the isoperimetric inequality (2.6). The sets $F_h = \Phi(E_h)$ are contained in the bounded set $\Phi([-a, a] \times [-b, b])$. Moreover, by (2.5), we have $\mathcal{P}_\alpha^v(F_h) = \mathcal{P}_\alpha^v(E_h) \leq k$ for all $h \in \mathbb{N}$. The space of functions of bounded variation $BV(\mathbb{R}^2)$ is compactly embedded in $L^1_{\text{loc}}(\mathbb{R}^2)$ and therefore, possibly extracting a subsequence, there exists a measurable set $F \subset \Phi([-a, a] \times [-b, b])$ such that $\chi_{F_h} \to \chi_F$ a.e. and in $L^1(\mathbb{R}^2)$. Letting $E = \Phi(F)$, it follows that $\chi_{E_h} \to \chi_E$ a.e. and in $L^1(\mathbb{R}^2)$. Up to negligible sets, we have that $E \in \mathcal{B}^\nu(v)$. Thus, there exist $r \in [0, +\infty]$ and $f \in C([0, r]) \cap \text{Lip}_{loc}([0, r])$ such that

$$E = \{(x, y) \in \mathbb{R}^2 : |y| \leq f(|x|), \ |x| \leq r\}.$$
Moreover, by the lower semicontinuity of the $\alpha$-perimeter, we have

$$\mathcal{P}^x_\alpha(E) \leq \liminf_{h \to +\infty} \mathcal{P}^x_\alpha(E_h) = C^x_{\text{MP}},$$

which implies that $E$ is a minimum. This concludes the proof. \qed

## 4.2. Characterization of minimizers with vertical interface

### 4.2.1. Regular minimizers

In this section, we solve the minimal partition problem \eqref{eq:1.5}. In Theorem 4.2, we proved the existence of a minimizer $E \in A^x(v) \cap S_x \cap S_y^*$ that is bounded, $x$-transformed-convex and of the form

$$E = \{(x,y) \in \mathbb{R}^2 : |y| \leq f(|x|), |x| \leq r\},$$

for some $x$-profile function $f \in C([0,r]) \cap \text{Lip}_{\text{loc}}([0,r])$ with $r \in ]0, +\infty[. \text{ We call such a minimizer a } x\text{-regular minimizer. If } E \text{ is a } x\text{-regular minimizer, then}$

$$\mathcal{P}^x_\alpha(E) = 2f(0) + 4f(r) + 4 \int_0^r \sqrt{x^{2\alpha} + f'(x)^2} \, dx,$$

where $\mathcal{P}^x_\alpha$ is defined in \eqref{eq:1.6}. By Theorem 4.1, any minimizer $E \in A^x(v) \cap S_x$ of problem \eqref{eq:1.5} is a $x$-regular minimizer. Lemma 4.3 below guarantees that, if there exists a unique $x$-symmetric minimizer up to vertical translations, then this must be the unique minimizer of problem \eqref{eq:1.5} up to vertical translations.

**Lemma 4.3.** Assume that problem \eqref{eq:1.5} has a unique $x$-symmetric minimizer $E_0 \in A(v) \cap S_x$ up to vertical translations. Then $E_0$ is the unique minimizer of problem \eqref{eq:1.5} up to vertical translations.

**Proof.** Let $E \in A(v)$ be a minimizer of problem \eqref{eq:1.5}. Consider the set

$$E^* = \{(x,y) \in \mathbb{R}^2 : (|x|, y) \in E^{+x}\}.$$

Then $E^* \in A^x(v) \cap S_x$ satisfies $\mathcal{P}^x_\alpha(E^*) \leq \mathcal{P}^x_\alpha(E).$ By the minimality of $E$, we must have $\mathcal{P}^x_\alpha(E^*) = \mathcal{P}^x_\alpha(E).$ Thus $E^*$ is also a minimizer of problem \eqref{eq:1.5} and it is $x$-symmetric, so $E^* = E_0$ up to vertical translations. In particular, $E^{+x} = E_0^{+x}$ up to vertical translations. With a similar argument, we also get $E^{-x} = E_0^{-x}$ up to vertical translations. Since $E_0$ is $x$-symmetric, this implies that $E = E_0$ up to vertical translations. \qed

### 4.2.2. Characterization and examples

We are now ready for the main result of this section. In Theorem 4.4 below, we prove that, given $\alpha \geq 0$ and $v > 0$, the $x$-regular minimizer of problem \eqref{eq:1.5} is unique and has smooth boundary far from the $y$-axis. By Lemma 4.3 and Section 4.2.1, this is the unique minimizer of problem \eqref{eq:1.5} up to vertical translations.

**Theorem 4.4** (Characterization of minimal double bubbles with vertical interface). Let $\alpha \geq 0$, $v > 0$ and let $E \in A^x(v) \cap S_x \cap S_y^*$ be a regular minimizer of problem \eqref{eq:1.5} as in \eqref{eq:4.7} for some profile function $f \in C([0,r]) \cap \text{Lip}_{\text{loc}}([0,r])$ with $r \in ]0, +\infty[. \text{ Then } E \text{ is unique and its profile function is given by}$

$$f(x) = -\frac{1}{|k|^{\alpha+1}} \int_{-1}^{kx + \frac{1}{2}} \frac{t(\frac{1}{2} - t)^\alpha}{\sqrt{1 - t^2}} \, dt,$$

where $k$ is the unique minimizer of $f$ on $[0,1]$. \qed
for all \( x \in [0,r] \), where

\[
k = -\left( -\frac{2}{\nu} \int_{-1}^{1} \frac{t(\frac{1}{2} - t)^{\alpha+1}}{\sqrt{1-t^2}} \, dt \right)^{\frac{1}{\alpha+2}}.
\]

(4.10)

In particular, we have \( f \in C^\infty([0,r]) \) and \( r = -\frac{3}{2\kappa} \). Moreover, \( f \) satisfies \( f(0) > 0, f(r) = 0, f'(r) = -\infty \). In addition, if \( \alpha > 0 \) then \( f'(0) = 0 \) and \( f \) has a strict maximum at \( x = -\frac{1}{2\kappa} \). Finally, the minimum of problem (1.5) is given by

\[
\mathcal{P}_x^\alpha(E) = \frac{2}{|k|^{\alpha+1}} \int_{-1}^{1} \frac{(2-t)(\frac{1}{2} - t)^\alpha}{\sqrt{1-t^2}} \, dt.
\]

(4.11)

Proof. We split the proof in several steps.

Step 1: Differential equation for the profile. We perform a first variation argument. Let \( \psi \in C^\infty_c([0,r]) \) be such that \( \int_0^r \psi \, dx = 0 \). For \( \varepsilon \in \mathbb{R} \) small, consider the set

\[
E_\varepsilon = \{(x,y) \in \mathbb{R}^2 : |y| \leq f(|x|) + \varepsilon \psi(|x|), |x| \leq r \}.
\]

Note that \( E_\varepsilon \in \mathcal{A}^\nu(v) \) for all \( \varepsilon \in \mathbb{R} \) small, since \( f(x) > 0 \) for every \( x \in [0,r] \) by definition. Then, by (4.8) and the minimality of \( E \), after an integration by parts we find

\[
0 = \left. \frac{d\mathcal{P}_x^\alpha(E_\varepsilon)}{d\varepsilon} \right|_{\varepsilon=0} = 4 \int_0^r \frac{d}{dx} \left( \frac{f'}{\sqrt{(f')^2 + x^{2\alpha}}} \right) \psi \, dx.
\]

Thus, by the fundamental lemma of the Calculus of Variations, there exists a constant \( k \in \mathbb{R} \) such that

\[
\frac{d}{dx} \left( \frac{f'}{\sqrt{(f')^2 + x^{2\alpha}}} \right) = k,
\]

(4.12)

for all \( x \in [0,r] \). Integrating, we get

\[
\frac{f'}{\sqrt{(f')^2 + x^{2\alpha}}} = kx + d,
\]

(4.13)

for all \( x \in [0,r] \). Thus, \( f' \) exists at every point \( x \in [0,r] \) and satisfies \( \text{sgn} f'(x) = \text{sgn}(kx + d) \) for all \( x \in [0,r] \). Therefore,

\[
f'(x)^2 \left( 1 - (kx + d)^2 \right) = x^{2\alpha}(kx + d)^2,
\]

for all \( x \in [0,r] \), which implies \( |kx + d| < 1 \) for all \( x \in [0,r] \). In particular, we deduce that \( |d| \leq 1 \) and

\[
f'(x) = \frac{x^\alpha(kx + d)}{\sqrt{1 - (kx + d)^2}},
\]

(4.14)
for all \( x \in ]0, r[ \). As a consequence, \( f \in C^\infty(]0, r[) \). By the regularity theory of \( \Lambda \)-minimizers of perimeter, the boundary \( \partial E \) is smooth far from the \( y \)-axis. Therefore, we must have
\[
f(r) = 0 \quad \text{and} \quad f'(r) = \lim_{x \to r} f''(x) = -\infty.
\]
By the expression of \( f' \) in (4.14), this implies that \( k \neq 0 \) and \( kr + d = -1 \). As a consequence, since \( r > 0 \) and \(|d| \leq 1\), we get \( k < 0 \) and \( d \in ]-1, 1[ \).

**Step 2: Proof of** \( f(0) > 0 \). Passing to the limit in (4.14) as \( x \to 0 \) we must have that
\[
f'(0) := \lim_{x \to 0} f'(x) \in [0, +\infty[.
\]
Assume that \( f(0) = 0 \) by contradiction. We distinguish two cases.

**Case A:** \( f'(0) \in ]0, +\infty[ \). For any \( \varepsilon > 0 \) sufficiently small, we define \( f_\varepsilon : [0, r] \to ]0, +\infty[ \) by setting
\[
f_\varepsilon(x) = \begin{cases} f(\varepsilon) & x \in [0, \varepsilon] \\ f(x) & x \in [\varepsilon, r]. \end{cases}
\]
We then consider the set
\[
E_\varepsilon := \{(x, y) \in \mathbb{R}^2 : |y| \leq f_\varepsilon(|x|), \ |x| \leq r\}.
\]
Note that
\[
\mathcal{P}_\alpha^\varepsilon(E_\varepsilon) = \mathcal{P}_\alpha^\varepsilon(E) + 2f(\varepsilon) + 4 \int_0^\varepsilon x^n - \sqrt{x^2 + f'(x)^2} \, dx,
\]
and
\[
\mathcal{L}^2(E_\varepsilon) = \mathcal{L}^2(E) + 4 \int_0^\varepsilon f(\varepsilon) - f(x) \, dx.
\]
We thus define
\[
\lambda_\varepsilon = \left( \frac{\mathcal{L}^2(E)}{\mathcal{L}^2(E_\varepsilon)} \right)^{\frac{1}{n+2}} < 1 \quad \text{and} \quad F_\varepsilon = \delta_{\lambda_\varepsilon}(E_\varepsilon).
\]
Then \( F_\varepsilon \in \mathcal{A}(v) \) and \( \mathcal{P}_\alpha^\varepsilon(F_\varepsilon) = \lambda_\varepsilon^{n+1} \mathcal{P}_\alpha^\varepsilon(E_\varepsilon) \). We claim that \( \mathcal{P}_\alpha^\varepsilon(F_\varepsilon) < \mathcal{P}_\alpha^\varepsilon(E) \) for any \( \varepsilon > 0 \) sufficiently small. A direct computation gives
\[
\frac{d\mathcal{P}_\alpha^\varepsilon(F_\varepsilon)}{d\varepsilon} \bigg|_{\varepsilon=0} = -2f'(0) \in [-\infty, 0[,
\]
and the claim follows from the Taylor’s expansion of the function \( \varepsilon \mapsto \mathcal{P}_\alpha^\varepsilon(F_\varepsilon) \). But this contradicts the minimality of \( E \).

**Case B:** \( f'(0) = 0 \). For any \( \varepsilon > 0 \) sufficiently small, we define \( f_\varepsilon : [0, r] \to ]0, +\infty[ \) by setting
\[
f_\varepsilon(x) = \begin{cases} f(x + \varepsilon) & x \in [0, r - \varepsilon] \\ 0 & x \in [r - \varepsilon, r]. \end{cases}
\]
We then consider the set

\[ E_\varepsilon := \{(x, y) \in \mathbb{R}^2 : |y| \leq f_\varepsilon(|x|), \ |x| \leq r\}. \]

Note that

\[ \mathcal{P}_\alpha^\varepsilon(E_\varepsilon) = \mathcal{P}_\alpha^\varepsilon(E) + 2f(\varepsilon) + 4\int_\varepsilon^r \sqrt{(x - \varepsilon)^{2\alpha} + f'(x)^2} \, dx - 4\int_0^\varepsilon \sqrt{x^{2\alpha} + f'(x)^2} \, dx \]

and

\[ \mathcal{L}^2(E_\varepsilon) = \mathcal{L}^2(E) - 4\int_0^\varepsilon f(x) \, dx. \]

We thus define

\[ \lambda_\varepsilon = \left( \frac{\mathcal{L}^2(E)}{\mathcal{L}^2(E_\varepsilon)} \right)^{1/2} > 1 \quad \text{and} \quad F_\varepsilon = \delta_{\lambda_\varepsilon}(E_\varepsilon). \]

Then \( F_\varepsilon \in \mathcal{A}^\sigma(v) \) and \( \mathcal{P}_\alpha^\sigma(\mathcal{F}_\varepsilon) = \lambda_\varepsilon^{n+1} \mathcal{P}_\alpha^\varepsilon(\mathcal{E}_\varepsilon) \). We claim that \( \mathcal{P}_\alpha^\varepsilon(F_\varepsilon) < \mathcal{P}_\alpha^\varepsilon(E) \) for any \( \varepsilon > 0 \) sufficiently small. A direct computation gives

\[ \frac{d\mathcal{P}_\alpha^\varepsilon(F_\varepsilon)}{d\varepsilon} \bigg|_{\varepsilon=0} = -4\int_0^r \frac{\alpha x^{2\alpha - 1}}{\sqrt{x^{2\alpha} + f'(x)^2}} \, dx < 0 \]

and the claim follows from the Taylor’s expansion of the function \( \varepsilon \mapsto \mathcal{P}_\alpha(\mathcal{F}_\varepsilon) \). But this contradicts the minimality of \( E \).

**Step 3: Proof of \( d = \frac{1}{2} \) and \( f'(0) = 0 \).** We perform a first variation argument. Let \( \psi \in C^\infty([0, r]) \) be such that \( \int_0^r \psi \, dx = 0 \) and \( \psi(r) = 0 \). For \( \varepsilon \in \mathbb{R} \) small, consider the set

\[ E_\varepsilon := \{(x, y) \in \mathbb{R}^2 : |y| \leq f(|x|) + \varepsilon \psi(|x|), \ |x| \leq r\}. \]

Note that \( E_\varepsilon \in \mathcal{A}^\sigma(v) \) for all \( \varepsilon \in \mathbb{R} \) small, since \( f(x) > 0 \) for every \( x \in [0, r] \) by step 2. Then, by (4.8) and the minimality of \( E \), similarly as in step 1, we find

\[ 0 = \frac{d\mathcal{P}_\alpha(E_\varepsilon)}{d\varepsilon} \bigg|_{\varepsilon=0} = 2\psi(0) + 4\int_0^r \frac{f'(x) \psi'}{\sqrt{(f')^2 + x^{2\alpha}}} \, dx = (2 - 4d) \psi(0). \]

The last equality follows by an integration by parts recalling (4.12), (4.13) and the assumptions on \( \psi \). By the arbitrariness of \( \psi \), we find \( d = \frac{1}{2} \). Recalling the expression of \( f' \) in (4.15), we get \( f'(0) = \lim_{x \to 0} f'(x) = 0 \) for all \( \alpha > 0 \).

**Step 4: Characterization of the profile.** By the expression of \( f' \) in (4.14), for \( x \in [0, r] \) we can compute

\[ f(x) = f(x) - f(r) = -\int_x^r f'(t) \, dt \]

\[ = -\int_x^r \frac{t^\alpha (kt + \frac{1}{2})}{\sqrt{1 - (kt + \frac{1}{2})^2}} \, dt = -\frac{1}{|k|^\alpha + 1} \int_{-1}^{1} \frac{t^{\frac{\alpha}{2}} (t + \frac{1}{2})^\alpha}{\sqrt{1 - t^2}} \, dt, \quad (4.15) \]
using the information $kr + \frac{1}{2} = -1$ found in step 1. Integrating the function $f$ on $[0, r]$ using its expression (4.15), we get

$$v = 2 \int_0^r f(x) \, dx = -\frac{2}{|k|^{\alpha+1}} \int_0^r \int_{-1}^{kx + \frac{1}{2}} \frac{t(\frac{1}{2} - t)^\alpha}{\sqrt{1 - t^2}} \, dt \, dx$$

$$= -\frac{2}{|k|^{\alpha+2}} \int_{-1}^{\frac{1}{2}} \int_{t}^{\frac{1}{2}} \frac{t(\frac{1}{2} - t)^\alpha}{\sqrt{1 - t^2}} \, dx \, dt = -\frac{2}{|k|^{\alpha+2}} \int_{-1}^{\frac{1}{2}} \frac{t(\frac{1}{2} - t)^{\alpha+1}}{\sqrt{1 - t^2}} \, dt,$$

applying Fubini’s theorem, which immediately gives (4.10). By (4.8) and (4.14), we can also compute

$$\mathcal{P}_\alpha^x(E) = 2f(0) + 4 \int_0^r \sqrt{x^{2\alpha} + f'(x)^2} \, dx$$

$$= -\frac{2}{|k|^{\alpha+1}} \int_{-1}^{\frac{1}{2}} \frac{t(\frac{1}{2} - t)^\alpha}{\sqrt{1 - t^2}} \, dt + 4 \int_0^r \sqrt{x^{2\alpha} + \frac{x^{2\alpha}(kx + \frac{1}{2})^2}{1 - (kx + \frac{1}{2})^2}} \, dx$$

$$= -\frac{2}{|k|^{\alpha+1}} \int_{-1}^{\frac{1}{2}} \frac{t(\frac{1}{2} - t)^\alpha}{\sqrt{1 - t^2}} \, dt + 4 \int_{-1}^{\frac{1}{2}} \frac{(\frac{1}{2} - t)^\alpha}{\sqrt{1 - t^2}} \, dt$$

$$= \frac{2}{|k|^{\alpha+1}} \int_{-1}^{\frac{1}{2}} \frac{(\frac{1}{2} - t)^\alpha(2 - t)}{\sqrt{1 - t^2}} \, dt$$

using the information $kr + \frac{1}{2} = -1$ found in step 1. This concludes the proof.

**Example 4.5** (The Euclidean case). In the Euclidean case $\alpha = 0$, the $x$-profile function defined in (4.9) can be explicitly computed and we find

$$f(x) = \frac{1}{|k|} \sqrt{1 - \left(kx + \frac{1}{2}\right)^2} = \sqrt{\frac{1}{k^2} - \left(x + \frac{1}{2k}\right)^2}$$
for all $x \in [0, r]$, where $k = -\sqrt{\frac{8\pi + 3\sqrt{3}}{12\nu}}$ by (4.10). This is the profile function of a circle of radius $\frac{1}{|k|}$ and center $(0, \frac{1}{2|k|})$. In particular, we have $f'(0) = \frac{1}{\sqrt{3}}$ and the angle $\gamma = \arctan f'(0)$ is given by

$$\gamma = \frac{\pi}{2} + \vartheta = \frac{\pi}{2} + \arcsin\left(\frac{1}{2}\right) = \frac{2\pi}{3},$$

see Figure 3. Thanks to Theorem 4.4, up to Euclidean translations, the unique minimizer of problem (1.5) for $\alpha = 0$ is the symmetric double bubble found in [10].

**Example 4.6** (The Grushin case). In the Grushin case $\alpha = 1$, the profile function defined in (4.9) can be explicitly computed and we find

$$f(x) = \frac{1}{2k^2} \left( \frac{\pi}{2} + \arcsin\left(\frac{1}{2} + kx\right) + \left(\frac{1}{2} - kx\right)\sqrt{1 - \left(kx + \frac{1}{2}\right)^2}\right)$$

for all $x \in [0, r]$, where $k = -\sqrt{\frac{8\pi + 3\sqrt{3}}{12\nu}}$ by (4.10), see Figure 4. Thanks to Theorem 4.4, up to vertical translations, this is the $x$-profile function of the unique minimizer of problem (1.5) for $\alpha = 1$.

**4.2.3. Profile angle at the vertical interface**

By Theorem 4.4, for any $\alpha \geq 0$ the $x$-profile function of the minimizer of problem (1.5) meets the vertical interface at an angle

$$\gamma = \frac{\pi}{2} + \vartheta, \quad \vartheta = \arctan f'(0),$$

see Figure 5. In the Euclidean case $\alpha = 0$, we have $\vartheta = \frac{\pi}{6}$, as we found in Example 4.5 accordingly to the well-known regularity theory. In the Grushin case $\alpha > 0$, instead, we have $\vartheta = 0$, which means that the minimizer of problem (1.5) has a $C^1$-boundary consisting of two symmetric curves joining the vertical interface at two triple points with right angles. However, if we transform the Grushin plane $(\mathbb{R}^2, P_\alpha, \mathcal{L}^2)$ into the Euclidean plane with weighted volume $(\mathbb{R}^2, P, \mathcal{M}_\alpha)$ using the maps defined in (2.4), then the set $F = \Psi(E)$ has $\xi$-profile function...
\[ \hat{f} : [0, \hat{r}] \to [0, +\infty[ \text{ given by} \]
\[
\hat{f}(\xi) = f \left( (\alpha + 1)\xi \right), \quad \xi \in [0, \hat{r}],
\]

where \( \hat{r} = \frac{\alpha + 1}{\alpha + 1} \) and \( f : [0, r] \to [0, +\infty[ \) is the \( x \)-profile function of \( E \). An elementary computation shows that the profile angle at the interface in the transformed plane is given by \( \hat{\gamma} = \pi + \hat{\vartheta} \), where
\[
\hat{\vartheta} = \arctan \hat{f}'(0) = \arctan \left( \lim_{x \to 0} \frac{f'(x)}{x^\alpha} \right) = \arctan \left( \frac{1}{\sqrt{3}} \right) = \frac{\pi}{6}.
\]

In other words, the problem (1.5) reformulated in the transformed plane \((\mathbb{R}^2, P, \mathcal{M}_\alpha)\) has a unique minimizer consisting of two symmetric curves joining the vertical interface at two triple points with angles \( \frac{2\pi}{3} \).

5. The double bubble problem for horizontal interfaces

5.1. Existence of minimizers with horizontal interface

5.1.1. Reduction to more symmetric sets

In this section we prove the existence of solutions to problem (1.9). The following result restricts the class of admissible sets to more symmetric ones.

**Theorem 5.1** (Reduction). Let \( v > 0 \) and let \( E \in \mathcal{A}^v(v) \) with \( P^v_\alpha(E) < +\infty \). There exists \( \tilde{E} \in \mathcal{A}^v(v) \cap S_x^* \cap S_y, \)
bounded and \( y \)-transformed-convex, such that \( P^v_\alpha(\tilde{E}) \leq P^v_\alpha(E) \). Moreover, in the case \( \alpha > 0 \), \( E \in S_y \) is equivalent to a \( y \)-transformed-convex set if and only if \( P^v_\alpha(\tilde{E}) = P^v_\alpha(E) \). In addition, there exist \( r \in [0, +\infty[ \) and \( g \in C([0, r]) \cap \text{Lip}_{loc}([0, r]) \) such that
\[
\tilde{E} = \{ (x, y) \in \mathbb{R}^2 : |x| \leq g(|y|), \ |y| \leq r \}.
\]

**Proof.** The proof is similar to the one of Theorem 4.1 and we just sketch it. To avoid heavy notation, during the proof we will omit the \( y \)-superscript for the two sets \( E^{\pm y} \) defined in (1.7).
**Step 1: y-symmetrization.** It is not restrictive to assume that \( P_\alpha(E^+) \leq P_\alpha(E^-) \) (otherwise, we can reflect \( E \) with respect to the \( x \)-axis). We thus define

\[
E^1 = \{(x, y) \in \mathbb{R}^2 : (x, |y|) \in E^+\}.
\]

Clearly, \( E^1 \in \mathcal{A}\theta(v) \) is \( y \)-symmetric. As in step 1 of the proof of Theorem 4.1, one can prove that \( \mathcal{P}_\alpha^x(E^1) \leq \mathcal{P}_\alpha^x(E) \).

**Step 2: Horizontal Steiner symmetrization.** Let \( F^1 = \Psi(E^1) \), where \( \Psi \) is as in (2.4), and let \( F^2 \) be the Steiner symmetrization of \( F^1 \) in the \( \xi \)-direction. Precisely, recalling the notation introduced in (2.8),

\[
F^2 = \left\{ (\xi, t) \in \mathbb{R}^2 : |\xi| < \frac{L_1((F^1)^{1})^\theta}{2} \right\}.
\]

Clearly, \( F^{2,+} \) is the Steiner symmetrization of \( F^{1,+} \) in the \( \xi \)-direction. Arguing as in step 2 of the proof of Theorem 4.1, we have \( \mathcal{P}_\alpha^\eta(F^2) \leq \mathcal{P}_\alpha^\eta(F^1) \). Moreover, if \( \mathcal{P}_\alpha^\eta(F^2) < \mathcal{P}_\alpha^\eta(F^1) \), then \( F^1 \) (or, equivalently, \( F^{1,+} \)) is not equivalent to an \( \xi \)-convex set. Arguing as in the proof of Theorem 3.1 of [19], we also have \( \mathcal{M}_\alpha(F^{1,+}) \leq \mathcal{M}_\alpha(F^{2,+}) \) with equality if and only if \( F^{1,+} \) is equivalent to a \( \xi \)-convex set. We define \( E^2 = \Phi(F^2) \), where \( \Phi \) is as in (2.4). By construction, we get that \( E^2 \in \mathcal{A}^\eta(v) \cap S^\eta_x \cap S^\eta_y \) satisfies \( \mathcal{P}_\alpha^\eta(E^2) \leq \mathcal{P}_\alpha^\eta(E^1) \) and \( L^2(E^2) \geq L^2(E^1) \) with strict inequality if \( E^1 \) is not equivalent to a \( \eta \)-convex set.

**Step 3: Horizontal rearrangement.** Let \( F^2 = \Psi(E^2) \), where \( \Psi \) is as in (2.4). Note that \( F^{2,+} \subset \{ \eta \geq 0 \} \) is such that \( \mathcal{M}_\alpha(F^{2,+}) < \infty \), \( P(F^{2,+}) < \infty \) and \( F^{2,+} \in S^\eta_\xi \). As in step 3 of the proof of Theorem 4.1, we have \( L^2(F_2) < \infty \). Up to perform a rotation of 90 degrees, we can thus apply Theorem 3.6 to the set \( F^{2,+} \). We define

\[
F^3 = \{(\xi, \eta) \in \mathbb{R}^2 : (\xi, |\eta|) \in F^{3,+}\}
\]

where \( F^{3,+} = (F^{2,+})^\ast \). We thus find that \( F^{3,+} \in S^\eta_\eta \) is \( \eta \)-convex, \( L^2(F^{3,+}) = L^2(F^{2,+}) \) and

\[
\min\{P(F^{2,+}) - P(F^{3,+}), P(F^{2,+}; \{ \eta > 0 \}) - P(F^{3,+}; \{ \eta > 0 \})\} \geq 0,
\]

with equality if and only if \( F^{2,+} \) is equivalent to a \( \eta \)-convex set. Therefore \( \mathcal{P}_\alpha^\eta(F^3) \leq \mathcal{P}_\alpha^\eta(F^2) \), with equality if and only if \( F^{2,+} \) is equivalent to a \( \eta \)-convex set. By Tonelli’s theorem, we also have that \( \mathcal{M}_\alpha(F^{3,+}) = \mathcal{M}_\alpha(F^{2,+}) \). We thus set \( E^3 = \Phi(F^3) \). We have that \( E^3 \in \mathcal{A}^\eta(v) \cap S^\eta_x \cap S^\eta_y \) is such that \( E^{3,+} \) is \( \eta \)-convex and satisfies \( L^2(E^3) = L^2(E^2) \) and \( \mathcal{P}_\alpha^\eta(E^3) \leq \mathcal{P}_\alpha^\eta(E^2) \), with strict inequality if and only if \( E^{2,+} \) is not equivalent to a \( \eta \)-convex set.

We can now conclude as in step 4 and step 5 of the proof of Theorem 4.1 with minor modifications. We leave the details to the reader.

---

5.1.2. Existence of minimal double bubbles with horizontal interface

We are now ready to prove the existence of minimizers to problem (1.9).

**Theorem 5.2** (Existence of minimizers with horizontal interface). Let \( \alpha \geq 0 \) and fix \( v > 0 \). There exists a solution \( E^* \in \mathcal{A}_y(v) \cap S^\eta_x \cap S^\eta_y \), bounded and \( y \)-transformed-convex, to the minimal partition problem (1.9). Moreover, there exist \( r \in [0, +\infty[ \) and \( g \in C([0, r]) \cap \text{Lip}_{loc}([0, r]) \) such that

\[
E^* = \{(x, y) \in \mathbb{R}^2 : |x| \leq g(|y|), \ |y| \leq r\}.
\]
Proof. The proof is similar to the one of Theorem 4.2. By Theorem 5.1, the class of admissible sets can be restricted to

\[ B^v(v) = \{ E \in A^v(v) : E \in S^x \cap S^y \text{ bounded, } y\text{-transformed-convex, as in (5.1)} \} \]

By the isoperimetric inequality (2.6), for any \( E \in B^v(v) \) we have that \( \mathcal{P}_0^v(E) \leq k \) for some constant \( k = k(\alpha, v) \in [0, +\infty[ \) depending only on \( \alpha \geq 0 \) and \( v > 0 \).

We claim that any \( E \in B^v(v) \) is contained in the rectangle \([-a, a] \times [-b, b]\) for some \( a, b \in [0, +\infty[ \) depending only on \( \alpha, v > 0 \). Fix \( E \in B^v(v) \). By Theorem (5.1), there exist \( r_E \in [0, +\infty[ \) and \( g_E \in C([0, r_E]) \cap \text{Lip}_{\text{loc}}([0, r_E]) \) such that

\[ E = \{(x, y) \in \mathbb{R}^2 : |x| \leq g_E(|y|), |y| \leq r_E \} \]

Thus, by the representation formula (2.3), we get

\[ k \geq P_\alpha(E^+y) \geq 2 \int_0^{r_E} \sqrt{1 + g_E(y)^{2\alpha}g'_E(y)^2} \, dy \geq 2r_E \]

and thus \( 2b \leq k \). In particular, the convex set \( F^{+\eta} = \Psi(E^{+y}) \) is bounded and contained in \( \mathbb{R} \times [0, b] \) for some \( b \) depending on \( b \) and \( \alpha \). Let

\[ \bar{a} := \max \{ \mathcal{L}^1(F^{+\xi}_t) : t \in [0, \bar{b}] \} \]

Then, by convexity, we get \( k \geq P(F^{+\eta}) \geq \sqrt{2\bar{a}^2 + \bar{b}^2} \), which immediately implies that \( a \) depends only on \( \alpha, v > 0 \). The proof can now be concluded similarly to the one of Theorem (4.2), with minor modifications. We leave the details to the reader.

\[ \square \]

5.2. Characterization of minimizers with horizontal interface

5.2.1. Regular minimizers

In this section, we solve the minimal partition problem (1.9). In Theorem 5.2, we proved the existence of a minimizer \( E \in A^v(v) \cap S^x \cap S^y \) that is bounded, \( y\)-transformed-convex and of the form

\[ E = \{(x, y) \in \mathbb{R}^2 : |x| \leq g(|y|), |y| \leq r \} \quad (5.2) \]

for some \( y\)-profile function \( g \in C([0, r]) \cap \text{Lip}_{\text{loc}}([0, r]) \) with \( r \in [0, +\infty[ \). We call such a minimizer a \( y\)-regular minimizer. In case of a \( y\)-regular minimizer \( E \), the functional (1.10) takes the form

\[ \mathcal{P}_0^y(E) = 2 \int_0^{g(0)} x^{2\alpha} \, dx + 4 \int_0^{g(r)} x^{2\alpha} \, dx + 4 \int_0^r \sqrt{1 + g(y)^{2\alpha}g'(y)^2} \, dy. \quad (5.3) \]

By Theorem 5.1, any minimizer \( E \in A^v(v) \cap S^y \) of problem (1.9) is a \( y\)-regular minimizer. By Lemma 5.3 below, if we prove that there exists a unique \( y\)-symmetric minimizer up to vertical translations, then this must be the unique minimizer of problem (1.9) up to vertical translations. The proof of Lemma 5.3 is analogous to the one of Lemma 4.3 and we omit it.

Lemma 5.3. Assume that problem (1.9) has a unique \( y\)-symmetric minimizer \( E_0 \in A^v(v) \cap S^y \) up to vertical translations. Then \( E_0 \) is the unique minimizer of problem (1.9) up to vertical translations.
5.2.2. Characterization and examples

We are now ready for the main result of this section. In Theorem 5.4 below, we prove that, given $\alpha \geq 0$ and $v > 0$, the $y$-regular minimizer of problem (1.9) is unique and has smooth boundary far from the $x$-axis. By Lemma 5.3 and Section 5.2.1, this is the unique minimizer of problem (1.9) up to vertical translations.

**Theorem 5.4** (Characterization of minimal double bubbles with horizontal interface). Let $\alpha \geq 0$, $v > 0$ and let $E \in \mathcal{A}^v(v) \cap S_x^\alpha \cap S_y$ be a $y$-regular minimizer of problem (1.9) for some $y$-profile function $g \in C([0, r]) \cap Lip_{loc}([0, r])$ with $r \in ]0, +\infty[$. Then $E$ is unique and is given by

$$E = \delta_1 \left\{ (x, y) \in \mathbb{R}^2 : \left(x, |y| - \varphi_\alpha \left(\frac{\sqrt{t}}{2}\right)\right) \in E\alpha \right\},$$

where $\varphi_\alpha : [0, 1] \to [0, +\infty]$ is the isoperimetric profile defined in (1.2) of the Grushin isoperimetric set $E\alpha$ recalled in (2.7) and

$$h = \left[ \frac{1}{v} \left( \mathcal{L}^2(E\alpha) - 2 \int_0^{\frac{\sqrt{t}}{2}} \frac{t^{\alpha+2}}{\sqrt{1-t^2}} \, dt \right) \right]^{\frac{1}{\alpha+2}}. \quad (5.4)$$

The $y$-profile function of $E$ is given by

$$g(y) = \frac{1}{h} \varphi_\alpha^{-1} \left(|h|^{\alpha+1} y - \varphi_\alpha \left(\frac{\sqrt{t}}{2}\right)\right) \quad (5.5)$$

for all $y \in [0, r]$. In particular, $g \in C^\infty([0, r])$ and $r = h^{-\alpha+1} \left(r_\alpha + \varphi_\alpha \left(\frac{\sqrt{t}}{2}\right)\right)$, where $r_\alpha = \varphi_\alpha(0)$. Moreover, $g$ satisfies $g(0) > 0$, $g(r) = 0$, $g'(r) = -\infty$ and $g(0)^\alpha g'(0) = \frac{1}{\sqrt{3}}$. Finally, the minimum of problem (1.9) is given by

$$\mathcal{P}^y_{\alpha}(E) = \frac{2}{h^{\alpha+1}} \left[ P_\alpha(E\alpha) + \int_0^{\frac{\sqrt{t}}{2}} t^\alpha \left(1 - \frac{2}{\sqrt{1-t^2}}\right) \, dt \right]. \quad (5.6)$$

**Proof.** We split the proof in several steps.

**Step 1: Differential equation for the $y$-profile.** We perform a first variation argument. Let $\psi \in C^\infty_c([0, r])$ be such that $\int_0^r \psi \, dy = 0$. For $\varepsilon \in \mathbb{R}$ small, consider the set

$$E\varepsilon = \{(x, y) \in \mathbb{R}^2 : |x| \leq g(|y|) + \varepsilon \psi(|y|), \ |y| \leq r\}.$$

Note that $E\varepsilon \in \mathcal{A}^v(v)$ for all $\varepsilon \in \mathbb{R}$ small, since $g(y) > 0$ for every $y \in ]0, r[$ by definition. Then, by (5.3) and the minimality of $E\varepsilon$, after an integration by parts we find

$$0 = \frac{d\mathcal{P}^y_{\alpha}(E\varepsilon)}{d\varepsilon} \bigg|_{\varepsilon=0} = 4 \int_0^r \left\{ \frac{\alpha g(y)^{2\alpha-1}g'(y)^2}{\sqrt{1+g(y)^{2\alpha}g'(y)^2}} - \frac{d}{dy} \left(\frac{g(y)^{2\alpha}g'(y)}{\sqrt{1+g(y)^{2\alpha}g'(y)^2}}\right) \right\} \psi(y) \, dy.$$

Thus, by the fundamental lemma of the Calculus of Variations, there exists a constant $c \in \mathbb{R}$ such that

$$\frac{\alpha g(y)^{2\alpha-1}g'(y)^2}{\sqrt{1+g(y)^{2\alpha}g'(y)^2}} - \frac{d}{dy} \left(\frac{g(y)^{2\alpha}g'(y)}{\sqrt{1+g(y)^{2\alpha}g'(y)^2}}\right) = c, \quad (5.7)$$
for all $y \in ]0, r[$. In addition, by the regularity theory of $\Lambda$-minimizers of perimeter, the boundary $\partial E$ is smooth far from the $y$-axis. Therefore, we must have $g \in C^\infty (]0, r[)$.

**Step 2: $x$-profile near the point $(x, y) = (0, r)$.** Since $E$ is $y$-transformed-convex, there exist $\delta, \eta > 0$ and $f \in C([-\delta, \delta]) \cap \text{Lip}_{\text{loc}}([-\delta, \delta])$ such that

$$
\partial E \cap \{(x, y) \in \mathbb{R}^2 : x \in [-\delta, \delta], y \in [r - \eta, r + \eta]\} = \{(x, f(x)) \in \mathbb{R}^2 : x \in [-\delta, \delta]\}.
$$

Performing a first variation argument and arguing as in the proof of Theorem 3.2 of [19], we find a constant $b < 0$ such that

$$f'(x) = \frac{\text{sgn}(x) \cdot b|x|^{\alpha + 1}}{\sqrt{1 - b^2 x^2}},$$

for all $x \in [-\delta, \delta]$. In particular, up to a dilation and a vertical translation, the function $f : [-\delta, \delta] \to [0, +\infty)$ coincides with the Grushin isoperimetric profile recalled in (1.2). For $x \in [0, \delta]$ and $y \in [f(\delta), r]$ we have $y = f(x)$ if and only if $x = g(y)$. As a consequence, we must have

$$g(r) = 0, \quad g'(r) := \lim_{y \to r} g'(y) = -\infty.$$  

Moreover, we have

$$g'(y) = (f^{-1})'(y) = \frac{1}{f'(g(y))} = \frac{\sqrt{1 - b^2 g(y)^2}}{b g(y)^{\alpha + 1}}$$

for all $y \in ]f(\delta), r[$. Inserting (5.10) in (5.7), we get $b = c$.

**Step 3: $g$ has a strict maximum in $]0, r[$.** Define $G : ]0, r[ \to \mathbb{R}$ by setting

$$G(y) = \frac{g(y)^{2\alpha} g'(y)}{\sqrt{1 + g(y)^{2\alpha} g'(y)^2}}$$

for all $y \in ]0, r[$. The differential equation in (5.7) can be rewritten as

$$G'(y) - \alpha \frac{g'(y)}{g(y)} G(y) = -c$$

for all $y \in ]0, r[$. Fix $y_0 \in ]0, r[$. Then, integrating (5.12), we have

$$G(y) = g(y)^\alpha \left( \frac{G(y_0)}{g(y_0)^\alpha} - c \int_{y_0}^{y} \frac{dt}{g(t)^\alpha} \right)$$

for all $y \in ]0, r[$. Combining (5.11) and (5.13), we get

$$\frac{g(y)^\alpha g'(y)}{\sqrt{1 + g(y)^{2\alpha} g'(y)^2}} = \frac{G(y_0)}{g(y_0)^\alpha} - c \int_{y_0}^{y} \frac{dt}{g(t)^\alpha}$$

for all $y \in ]0, r[$. Thus $g'$ can change sign at most one time on the interval $]0, r[$, because the function appearing on the right-hand side of (5.14) is strictly monotone since $g(y) > 0$ for all $y \in ]0, r[$.
By contradiction, assume that \( g' \) does not change sign on \([0, r]\), so that, by (5.9), \( g'(y) < 0 \) for all \( y \in [0, r] \). Therefore, by the implicit function theorem, we can extend the function \( f: [-\delta, \delta] \to [0, +\infty] \) to the interval \([-g(0), g(0)]\). Note that we must have that \( g(0) > 0 \), since \( g(r) = 0 \) by (5.9) and since we are assuming that \( g' < 0 \) on \([0, r] \). We can thus repeat the argument contained in step 2 for all \( x \in [0, g(0)] \) and \( y \in [0, r] \) and deduce that
\[
g'(0) := \lim_{y \to 0} g'(y) = \lim_{y \to 0} \frac{\sqrt{1 - c^2 g(y)^2}}{c g(y)\alpha + 1} = \frac{\sqrt{1 - c^2 g(0)^2}}{c g(0)\alpha + 1} \leq 0, \tag{5.15}
\]
 passing to the limit in (5.10) as \( y \to 0 \), because \( c < 0 \) as we found in step 2.

We perform a first variation argument. Let \( \psi \in C_c^\infty([0, r]) \) be such that \( \int_0^r \psi \, dy = 0 \). For \( \varepsilon \in \mathbb{R} \) small, consider the set
\[
E_\varepsilon = \{(x, y) \in \mathbb{R}^2 : |x| \leq g(|y|) + \varepsilon \psi(|y|), \ |y| \leq r \}.
\]
Note that \( E_\varepsilon \in A^\psi(v) \) for all \( \varepsilon \in \mathbb{R} \) small, since \( g(y) > 0 \) for every \( y \in [0, r] \). Then, by (5.3) and the minimality of \( E \), we find
\[
0 = \frac{dP^\psi_\varepsilon(E_\varepsilon)}{d\varepsilon} \bigg|_{\varepsilon=0} = 2\psi(0)g(0)^\alpha \left(1 - \frac{2g(0)^\alpha g'(0)}{\sqrt{1 + g(0)^{2\alpha}g'(0)^2}}\right).
\]
By the arbitrariness of \( \psi \), we deduce that
\[
\frac{g(0)^\alpha g'(0)}{\sqrt{1 + g(0)^{2\alpha}g'(0)^2}} = \frac{1}{2}, \tag{5.16}
\]
Therefore we must have \( g'(0) > 0 \), contradicting (5.15).

We conclude that \( g' \) must change sign exactly one time on the interval \([0, r]\). So there must be a point \( \hat{y} \in [0, r] \) such that \( g'(\hat{y}) = 0 \), \( g'(y) > 0 \) for \( y \in [0, \hat{y}] \) and \( g'(y) < 0 \) for \( y \in [\hat{y}, r] \). In particular, \( g \) has a strict maximum point at \( y = \hat{y} \).

**Step 4: Symmetry with respect to \( \hat{y} \) and proof of \( g(0) > 0 \).** We prove that \( g \) is symmetric with respect to \( \hat{y} \). Indeed, define \( \hat{g}(y) := g(2\hat{y} - y) \) for all \( y \in [2\hat{y} - r, 2\hat{y}] \cap [0, r] \). Then \( \hat{g}(\hat{y}) = g(\hat{y}) \) and \( \hat{g}'(\hat{y}) = -g'(\hat{y}) = 0 \). A direct computation shows that \( \hat{g} \) solves the differential equation found in (5.7) and the conclusion follows by the Cauchy–Lipschitz theorem. This proves that there is \( \lambda > 0 \) such that
\[
E = \{(x, y) \in \mathbb{R}^2 : (x, |y| - \hat{y}) \in \delta_\lambda(E_\alpha)\}, \tag{5.17}
\]
where \( E_\alpha \) is the Grushin isoperimetric set recalled in (2.7).

We now prove that \( g(0) > 0 \). Assume \( g(0) = 0 \) by contradiction. For any \( \varepsilon > 0 \) sufficiently small, we define \( g_\varepsilon: [0, r] \to [0, +\infty] \) by setting
\[
g_\varepsilon(y) = \begin{cases} 
g(y + \varepsilon) & x \in [0, r - \varepsilon] \\ 0 & x \in [r - \varepsilon, r]. \end{cases}
\]
We then consider the set
\[
E_\varepsilon := \{(x, y) \in \mathbb{R}^2 : |x| \leq g_\varepsilon(|y|), \ |y| \leq r \}.
\]
Note that
\[
\mathcal{P}_\alpha^y(E_\varepsilon) = \mathcal{P}_\alpha^y(E) + \frac{2g(\varepsilon)^{\alpha+1}}{\alpha + 1} - 4 \int_0^R \sqrt{1 + g(y)^{2\alpha}g'(y)^2} \, dy
\]
and
\[
\mathcal{L}^2(E_\varepsilon) = \mathcal{L}^2(E) - 4 \int_0^\varepsilon g(y) \, dy.
\]
We thus define
\[
\lambda_\varepsilon = \left( \frac{\mathcal{L}^2(E)}{\mathcal{L}^2(E_\varepsilon)} \right)^{\frac{1}{\alpha+2}} > 1 \quad \text{and} \quad F_\varepsilon = \delta_{\lambda_\varepsilon}(E_\varepsilon).
\]
Then $F_\varepsilon \in \mathcal{A}^y(v)$ and $\mathcal{P}_\alpha^y(F_\varepsilon) = \lambda_\varepsilon^{\alpha+1} \mathcal{P}_\alpha^y(E_\varepsilon)$. We claim that $\mathcal{P}_\alpha^y(F_\varepsilon) < \mathcal{P}_\alpha^y(E)$ for any $\varepsilon > 0$ sufficiently small. A direct computation gives
\[
\frac{d}{d\varepsilon} \mathcal{P}_\alpha^y(F_\varepsilon) \bigg|_{\varepsilon=0} = -4
\]
and the claim follows from the Taylor’s expansion of the function $\varepsilon \mapsto \mathcal{P}_\alpha^y(F_\varepsilon)$. But this contradicts the minimality of $E$.

We conclude that $g(0) > 0$. Therefore, we can repeat the first variation argument presented in step 3 and we have (5.16). Simplifying, we get the necessary condition
\[
g(0)^\alpha g'(0) = \frac{1}{\sqrt{3}}. \quad (5.18)
\]

**Step 5: Characterization of the profile.** We introduce a family of sets $(F_\tau)_{\tau \in [0,1]}$ constructed as follows. Let $\tau \in [0,1]$ and define
\[
E_\tau = \{(x,y) \in \mathbb{R}^2 : (x, |y| - \varphi_\alpha(\tau)) \in E_\alpha\},
\]
where $E_\alpha \subset \mathbb{R}^2$ is the Grushin isoperimetric set recalled in (2.7). Then we have
\[
\mathcal{P}_\alpha^y(E_\tau) = 2P_\alpha(E_\alpha) + 2 \int_0^\tau x^\alpha \, dx - 4 \int_0^\tau \sqrt{x^{2\alpha} + \varphi_\alpha'(x)^2} \, dx, \quad (5.19)
\]
and
\[
\mathcal{L}^2(E_\tau) = 2\mathcal{L}^2(E_\alpha) - 4 \int_0^\tau \varphi_\alpha(x) \, dx + 4\tau \varphi_\alpha(\tau). \quad (5.20)
\]
We thus define
\[
F_\tau = \delta_{\lambda_\tau}(E_\tau) = \delta_{\lambda_\tau}\left(\{(x,y) \in \mathbb{R}^2 : (x, |y| - \varphi_\alpha(\tau)) \in E_\alpha\}\right), \quad (5.21)
\]
where
\[
\lambda_\tau = \left( 2\nu \frac{1}{\mathcal{L}^2(E_\tau)} \right)^{\frac{1}{n+2}}
\]
(5.22)
for all \( \tau \in [0, 1] \). By construction, for any \( \tau \in [0, 1] \) there exist \( r_\tau > 0 \) and a smooth function \( g_\tau : [0, r_\tau] \to [0, +\infty[ \) such that
\[
F_\tau = \{(x, y) \in \mathbb{R}^2 : |x| \leq g_\tau(|y|), |y| \leq r_\tau\}.
\]
A straightforward computation gives \( r_\tau = \lambda_\tau^{\alpha+1}(\varphi_\alpha(0) + \varphi_\alpha(\tau)) \) and
\[
g_\tau(y) = \lambda_\tau^{\alpha-1} \left( |\lambda_\tau^{-\alpha+1}y - \varphi_\alpha(\tau)| \right),
\]
(5.23)
for all \( y \in [0, r_\tau] \).

We claim that any minimizer of problem (1.9) of the form (5.17) can be written in the form (5.21) for some \( \tau \in [0, 1] \) depending on \( \hat{y}, \hat{\lambda} > 0 \). Indeed, the set in (5.17) can be rewritten as
\[
E = \delta_{\lambda_\tau} \left( \left\{(x, y) \in \mathbb{R}^2 : \left(x, |y| - \hat{y}\lambda_\tau^{-\alpha+1}\right) \in E_\alpha \right\} \right).
\]
Therefore, recalling that \( E \) is a \( y \)-regular minimizer as in (5.2), we must have
\[
\left\{(x, y) \in \mathbb{R}^2 : \hat{\lambda}|x| \leq g\left(\hat{\lambda}^{\alpha+1}|y|\right), |y| \leq r\right\} = \left\{(x, y) \in \mathbb{R}^2 : \left(x, |y| - \hat{y}\lambda_\tau^{-\alpha+1}\right) \in E_\alpha \right\},
\]
and so \((\hat{\lambda}^{-1}g(\hat{\lambda}^{\alpha+1}y), y - \hat{y}\lambda_\tau^{-\alpha+1}) \in \partial E_\alpha\) for all \( y \in [0, r] \). Thus, we must have that \(|y - \hat{y}\lambda_\tau^{-\alpha+1}| = \varphi_\alpha(\hat{\lambda}^{-1}g(\hat{\lambda}^{\alpha+1}y))\) for all \( y \in [0, r] \), from which we deduce that \( g(y) = \hat{\lambda}_\tau^{\alpha-1}(\lambda^{-\alpha+1}|y - \hat{y}|) \) for all \( y \in [0, r] \).

Comparing this function with the one in (5.23), we conclude that \( \tau = \varphi_\alpha^{-1}(\hat{y}\lambda_\tau^{-\alpha+1}) \) and the claim follows.

We now look for the values of \( \tau \in [0, 1] \) such that the \( y \)-profile \( g_\tau \) satisfies the necessary condition (5.18).

Starting from (5.23), a direct computation gives
\[
g_\tau(0) = \tau \lambda_\tau \quad \text{and} \quad g_\tau'(0) = \frac{\sqrt{1 - \tau^2}}{\lambda_\tau^{\alpha+1}},
\]
for all \( \tau \in [0, 1] \). Inserting these values in (5.18) and simplifying, we obtain \( \tau = \frac{\sqrt{3}}{2} \). Setting \( h_\tau = \lambda_\tau^{-1} \), formulas (5.5) and (5.6) follow by (5.19) and (5.23), respectively. Note that, by (5.20) and (5.22), we get
\[
h_\tau^{\alpha+2} = \mathcal{L}^2(E_\alpha) - 2 \int_0^{\frac{2}{\sqrt{3}}} \int_0^1 \frac{t^{\alpha+1}}{\sqrt{1 - t^2}} dt \, dx + \sqrt{3} \varphi_\alpha \left( \frac{\sqrt{3}}{2} \right)
\]
\[
= \mathcal{L}^2(E_\alpha) - 2 \int_0^{\frac{2}{\sqrt{3}}} \int_0^t \frac{t^{\alpha+1}}{\sqrt{1 - t^2}} dt \, dx - \sqrt{3} \int_0^{\frac{2}{\sqrt{3}}} \frac{t^{\alpha+1}}{\sqrt{1 - t^2}} dt + \sqrt{3} \varphi_\alpha \left( \frac{\sqrt{3}}{2} \right)
\]
\[
= \mathcal{L}^2(E_\alpha) - 2 \int_0^{\frac{2}{\sqrt{3}}} \frac{t^{\alpha+2}}{\sqrt{1 - t^2}} dt,
\]
and (5.4) follows immediately. This concludes the proof. \( \square \)
Example 5.5 (The Euclidean case). In the Euclidean case $\alpha = 0$, the $y$-profile function defined in (4.9) can be explicitly computed. Recalling (1.2), we have

$$\varphi_0(x) = \int_{\arcsin x}^{\pi} \sin(t) \, dt = \cos \arcsin x = \sqrt{1 - x^2}$$

for all $x \in [0, 1]$. Thus,

$$g(y) = \frac{1}{h} \sqrt{1 - \left( hy - \frac{1}{2} \right)^2} = \sqrt{\frac{1}{h^2} - \left( y - \frac{1}{2h} \right)^2},$$

for all $y \in [0, r]$, where $h = \sqrt{\frac{3\pi + 3\sqrt{3}}{12v}}$ and $r = \frac{3}{2\pi}$ by (5.4). This is the profile function of a circle of radius $\frac{1}{h}$ and center $(\frac{1}{2h}, 0)$. In particular, we have $g'(0) = \frac{1}{\sqrt{3}}$ and the angle $\gamma = \frac{\pi}{2} + \vartheta$, with $\vartheta = \arctan g'(0)$, is given by

$$\gamma = \frac{\pi}{2} + \arctan \left( \frac{1}{\sqrt{3}} \right) = \frac{2\pi}{3},$$

see Figure 6. Thanks to Theorem 5.4, up to Euclidean translations, the unique minimizer of problem (1.9) for $\alpha = 0$ is the symmetric Standard Double Bubble found in [10].

Example 5.6 (The Grushin case). In the Grushin case $\alpha > 0$, the profile function defined in (5.5) cannot be explicitly computed. For $\alpha = 1$, recalling (1.2), we have

$$\varphi_1(x) = \int_{\arcsin x}^{\pi} \sin^2(t) \, dt = \frac{1}{2} \left( \arccos x + x \sqrt{1 - x^2} \right),$$

for all $x \in [0, 1]$ and so $\varphi_1(\frac{\sqrt{3}}{2}) = \frac{2\pi + 3\sqrt{3}}{24}$. In addition, we can explicitly compute

$$h = \left[ \frac{1}{v} \left( \mathcal{L}^2(E_1) - 2 \int_0^{\frac{\sqrt{3}}{2}} \frac{t^3}{\sqrt{1 - t^2}} \, dt \right) \right]^{\frac{1}{3}} = \sqrt[3]{\frac{9}{4v}}. \quad (5.24)$$
Figure 7. The minimizer of problem (1.9) in the Grushin case $\alpha = 1$.

Figure 8. The profile angle at the interface in problem (1.9): (a) the Euclidean case $\alpha = 0$; (b) the Grushin case $\alpha > 0$; (c) the transformed Grushin case $\alpha > 0$.

Thus,

$$g(y) = \frac{1}{h} \varphi_1^{-1} \left( h^2 y - \frac{2\pi + 3\sqrt{3}}{24} \right),$$

for all $y \in [0, r]$, where $r = \frac{8\pi + 3\sqrt{3}}{24h^2}$. By (5.18) we have $g'(0) = \frac{1}{g(0)\sqrt{3}} = \frac{2\sqrt{3}}{3v}$, so that the angle $\gamma = \frac{\pi}{2} + \vartheta$, with $\vartheta = \arctan g'(0)$, is given by

$$\gamma = \frac{\pi}{2} + \arctan \left( \frac{2\sqrt{3}}{3v} \right),$$

see Figure 7. In particular, $\gamma = \frac{2\pi}{3}$ if and only if $v = \frac{2}{\sqrt{3}}$.

5.2.3. Profile angle at the horizontal interface

By Theorem 5.4, for any $\alpha \geq 0$ the $y$-profile function of the minimizer of problem (1.9) meets the horizontal interface at an angle

$$\gamma = \frac{\pi}{2} + \vartheta, \quad \vartheta = \arctan g'(0),$$
see Figure 8. In the Euclidean case $\alpha = 0$, we have $\vartheta = \frac{\pi}{6}$, as we found in Example 5.5 accordingly to the well-known regularity theory. In the Grushin case $\alpha > 0$, instead, we have

$$\vartheta = \arctan \left( \frac{1}{g(0) \sqrt{3}} \right) = \arctan \left[ \left( \frac{2h}{\sqrt{3}} \right)^{\alpha} \cdot \frac{1}{\sqrt{3}} \right].$$

However, if we transform the Grushin plane $(\mathbb{R}^2, P_\alpha, \mathcal{L}^2)$ into the Euclidean plane with weighted volume $(\mathbb{R}^2, P, M_\alpha)$ using the maps defined in (2.4), then the set $F = \Psi(E)$ has $\eta$-profile function $\hat{g}: [0, r] \to [0, +\infty[$ given by

$$\hat{g}(\eta) = \frac{g(\eta)^{\alpha+1}}{\alpha + 1}, \quad \eta \in [0, r],$$

where $g: [0, r] \to [0, +\infty]$ is the $y$-profile function of $E$. An elementary computation shows that the profile angle at the interface in the transformed plane is given by $\hat{\gamma} = \frac{\pi}{2} + \hat{\vartheta}$, where

$$\hat{\vartheta} = \arctan \hat{g}'(0) = \arctan (g(0)^{\alpha} \cdot g'(0)) = \arctan \left( \frac{1}{\sqrt{3}} \right) = \frac{\pi}{6}.$$

In other words, the problem (1.5) reformulated in the transformed plane $(\mathbb{R}^2, P, M_\alpha)$ has a unique minimizer consisting of two symmetric curves joining the vertical interface at two triple points with angles $\frac{2\pi}{3}$.

**Remark 5.7** (Comparison of the two minimal bubbles for $\alpha = 1$). Having in mind the general problem $(P)$ for $m = 2$, we want to understand which of the two double bubbles characterized in Theorems 4.4 and 5.4 may be a candidate solution to the double bubble problem for equal areas in the Grushin plane $(\mathbb{R}^2, P_\alpha, \mathcal{L}^2)$. Since the expressions of the values of problems (1.5) and (1.9) given in (4.11) and (5.6) are not easily comparable for an arbitrary $\alpha > 0$, we restrict our analysis to the case $\alpha = 1$.

Besides its computational manageability, the case $\alpha = 1$ is of particular interest since it is connected with the Heisenberg group $\mathbb{H}^1$. This is the framework of the famous Pansu’s conjecture about the shape of isoperimetric sets, see [24], which is still unsolved. Pansu’s set can be obtained by rotating the set $E_\alpha$ in (2.7) for $\alpha = 1$ around the vertical axis in $\mathbb{R}^3$. Our analysis might give some insights on the candidate solutions to the double bubble problem in $\mathbb{H}^1$.

Now let $E_x$ and $E_y$ be the minimal bubbles given by Theorems 4.4 and 5.4, respectively. From (4.11) and Example 4.6 we get

$$P_1(E_x) = P_1^x(E_x) = (9\sqrt{3} + 8\pi)^{\frac{1}{2}} (\frac{3}{2})^{\frac{1}{2}} v^{\frac{3}{2}},$$

while from (5.6) and Example 5.6 we get,

$$P_1(E_y) = P_1^y(E_y) = 3 (\frac{3}{2})^{\frac{1}{2}} v^{\frac{3}{2}}.$$
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