A QUANTITATIVE REVERSE FABER-KRAHN INEQUALITY FOR THE FIRST ROBIN EIGENVALUE WITH NEGATIVE BOUNDARY PARAMETER
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Abstract. The aim of this paper is to prove a quantitative form of a reverse Faber-Krahn type inequality for the first Robin Laplacian eigenvalue $\lambda_\beta$ with negative boundary parameter among convex sets of prescribed perimeter. In that framework, the ball is the only maximizer for $\lambda_\beta$ and the distance from the optimal set is considered in terms of Hausdorff distance. The key point of our strategy is to prove a quantitative reverse Faber-Krahn inequality for the first eigenvalue of a Steklov-type problem related to the original Robin problem.
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1. INTRODUCTION

Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain and $\beta > 0$. A number $\lambda \in \mathbb{R}$ is an eigenvalue of the Robin-Laplacian with boundary parameter $-\beta$ in $\Omega$ if there exists a non-zero function $u \in H^1(\Omega)$ solving the problem

$$
\begin{cases}
-\Delta u = \lambda u & \text{in } \Omega \\
\frac{\partial u}{\partial \nu} - \beta u = 0 & \text{on } \partial \Omega
\end{cases}
$$

(1.1)

(here $\nu$ is the outer normal on $\partial \Omega$), i.e., in the weak sense:

$$
\int_\Omega Du \cdot Dv \, dx - \beta \int_{\partial \Omega} uv \, d\mathcal{H}^{n-1} = \lambda \int_\Omega uv \, dx \quad \forall v \in H^1(\Omega).
$$
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In order to handle the first Robin eigenvalue with negative boundary parameter $-\beta$ in $\Omega$ (for brevity denoted by $\lambda_\beta(\Omega)$), it is very useful to use the following variational representation

$$
\lambda_\beta(\Omega) = \min_{u \in H^1(\Omega) \setminus \{0\}} \frac{\int_\Omega |Du|^2 \, dx - \beta \int_{\partial \Omega} u^2 \, dH^{n-1}}{\int_\Omega u^2 \, dx}.
$$

(1.2)

Notice that, for any Lipschitz domain $\Omega$, $\lambda_\beta(\Omega)$ is negative. Indeed, using the characteristic function of $\Omega$ as a test function in (1.2), one obtains

$$
\lambda_\beta(\Omega) \leq -\beta \frac{\mathcal{H}^{n-1}(\partial \Omega)}{\lambda} < 0.
$$

In particular, the map $\Omega \mapsto \lambda_\beta(\Omega)$ is bounded from above and unbounded from below (it is sufficient to consider a sequence of Lipschitz domains $(\Omega_j)_j$ having prescribed measure and rapidly oscillating boundaries such that $\mathcal{H}^{n-1}(\partial \Omega_j) \to +\infty$). Then, in terms of shape optimization problems, it makes sense to look for maximizers of $\lambda_\beta$ in suitable classes of sets.

In this paper we deal with the maximization of $\lambda_\beta$ among convex sets with prescribed perimeter, i.e. with problem

$$
\sup \left\{ \lambda_\beta(\Omega) : \Omega \subset \mathbb{R}^n, \text{open, convex, } \mathcal{H}^{n-1}(\partial \Omega) = m \right\}
$$

(1.3)

(the choice of the surface area constraint is more natural in our framework than the classical upper bound on the Lebesgue measure of the admissible sets, as it will be clarified in the following).

In [10] authors prove that the ball is the only maximizer of problem (1.3); more precisely, they proved the reverse Faber-Krahn inequality

$$
\lambda_\beta(\Omega^\#) \geq \lambda_\beta(\Omega),
$$

(1.4)

where $\Omega \subset \mathbb{R}^n$ is an open bounded convex set, $\Omega^\# \subset \mathbb{R}^n$ is the ball having the same surface area of $\Omega$ and the equality holds if and only if $\Omega$ itself is a ball.

A natural question is whether inequality (1.4) can be proved in a quantitative form, in other words if it holds some inequality like

$$
\lambda_\beta(\Omega^\#) - \lambda_\beta(\Omega) \geq g(A(\Omega)),
$$

where $\alpha > 0$ the map $\Omega \mapsto A(\Omega)$ “quantifies” in some sense how much $\Omega$ is “far” from the ball. In this paper we answer positively to the question, and the main result is the following stability issue.

**Theorem 1.1.** Let $n \geq 2$, $\rho > 0$ and $\beta > 0$. Then, there exist two positive constants $C(n, \rho, \beta) > 0$ and $\delta_0(n, \rho, \beta) > 0$, depending only on the dimension $n$, on the boundary parameter $\beta$ and on $\rho$, such that, for all $\Omega \subset \mathbb{R}^n$ with $P(\Omega) = n\omega_n\rho^{n-1}$ and $\lambda_\beta(\Omega^\#) - \lambda_\beta(\Omega) \leq \delta_0$, it holds

$$
\lambda_\beta(\Omega^\#) - \lambda_\beta(\Omega) \geq C(n, \rho, \beta)g(A(\Omega))
$$

(1.5)
where $\Omega^\#$ is the only ball with $P(\Omega) = P(\Omega^\#)$ and whose center coincides with the barycenter of $\Omega$, $A_H$ is the Hausdorff asymmetry defined in (2.2) and $g$ is defined by

$$g(s) = \begin{cases} 
  s^2 & \text{if } n = 2 \\
  f^{-1}(s^2) & \text{if } n = 3 \\
  s^{n+1} & \text{if } n \geq 4
\end{cases}$$

where $f(t) = \sqrt{t \log \left(\frac{1}{t}\right)}$ for $0 < t < e^{-1}$.

The interest of our stability result is also linked to the uncontrolled behaviour of the map $\Omega \rightarrow \lambda_\beta(\Omega)$ whenever the variable $\Omega$ rescales (see, for instance, [11]) and to the lack of general monotonicity properties. Indeed, differently from the Steklov case (see [18]) or the Dirichlet case (see, for instance, [17]), we cannot reduce to some equivalent scale invariant problem.

In [9] it has been proved that, for any $\beta > 0$, a maximizing set for the $k$-th Robin eigenvalue exists in the class of sets of finite perimeter with prescribed measure; moreover, optimal sets have perimeter and diameters uniformly controlled by the parameters of the problem (the measure of the admissible sets, the dimension of the space, the order of the eigenvalue and the boundary parameter). Using a similar technique, a general existence result has been proved in [10] replacing the prescription on the measure by a constraint on the perimeter (that, in general, is not saturated).

Notice that also the constant in (1.5) depends on the uniform parameters of the problem (the prescribed perimeter, the dimension of the space and the boundary parameter); we expected this dependence in view of the above mentioned results of existence of optimal shapes and geometric control of the Robin spectrum.

Moreover, up to our knowledge, our stability result is the first proved for negative eigenvalues of the Laplace operator.

Following the approach of [14], where a reverse Faber-Krahn inequality is proven for sets of prescribed measure, our strategy is based on the study of the stability of an auxiliary Steklov-type shape optimization problem.

The paper is structured as follows. In Section 2 we present some mathematical tools needed in the following and recall some important results in the framework of the shape optimization of the Robin eigenvalues with negative boundary parameter; in particular, we explain why the ”right” constraint to consider is on the perimeter and not on the volume of the admissible sets. In Section 3 we prove Theorem 1.1 after introducing a Steklov-type auxiliary problem and proving a stability result for it. Finally, in Section 4, we remark a sharpness issue of a related stability result and show some open problems arising from our analysis.

2. Notations and Preliminary Results

Throughout the paper, the unit ball centered at the origin will be denoted by $B$ and its boundary by $S^{n-1}$; moreover, we will denote by $B_R$ the ball centered at the origin of radius $R$ and by $B_R(x)$ the ball centered at $x$ of radius $R$.

Let $\Omega \subseteq \mathbb{R}^n$ be a bounded, open set and let $E \subseteq \mathbb{R}^n$ be a measurable set. For the sake of completeness, we recall here the definition of the perimeter of $E$ in $\Omega$:

$$P(E; \Omega) = \sup \left\{ \int_E \text{div}\varphi \, dx : \varphi \in C_0^\infty(\Omega; \mathbb{R}^n), \|\varphi\|_\infty \leq 1 \right\}.$$ 

The perimeter of $E$ in $\mathbb{R}^n$ will be denoted by $P(E)$ and, if $P(E) < \infty$, we say that $E$ is a set of finite perimeter. Moreover, if $E$ has Lipschitz boundary, we have that

$$P(E) = \mathcal{H}^{n-1}(\partial E),$$

where $\Omega^\#$ is the only ball with $P(\Omega) = P(\Omega^\#)$ and whose center coincides with the barycenter of $\Omega$, $A_H$ is the Hausdorff asymmetry defined in (2.2) and $g$ is defined by

$$g(s) = \begin{cases} 
  s^2 & \text{if } n = 2 \\
  f^{-1}(s^2) & \text{if } n = 3 \\
  s^{n+1} & \text{if } n \geq 4
\end{cases}$$

where $f(t) = \sqrt{t \log \left(\frac{1}{t}\right)}$ for $0 < t < e^{-1}$.
where $\mathcal{H}^{n-1}$ is the $(n-1)$-dimensional Hausdorff measure in $\mathbb{R}^n$.

We briefly recall the notion of Hausdorff distance between compact or open bounded sets (see for instance [19]).

**Definition 2.1 (Hausdorff distance and convergence).** The Hausdorff distance between two non-empty compact sets $E, F \subset \mathbb{R}^n$ is defined by:

$$d^H(E, F) = \inf \{ \varepsilon > 0 : E \subset F + B_{\varepsilon}, \ F \subset E + B_{\varepsilon} \}.$$ 

If $D \subset \mathbb{R}^n$ is a compact set and $E, F \subset D$ are two bounded open sets, we define the Hausdorff distance between the two open sets $E$ and $F$ by

$$d_H(E, F) := d^H(D \setminus E, D \setminus F).$$

This last definition is independent of the "big compact box" $D$. We say that a sequence of compact (respectively bounded open) sets $(E_j)_j$ converges to the compact (respectively bounded open) set $E$ in the sense of Hausdorff if $d^H(E_j, E) \to 0$ (respectively $d_H(E_j, E) \to 0$).

Notice that, if $E$ and $F$ are open convex sets, we have

$$d_H(E, F) = d^H(\overline{E}, \overline{F}) = d^H(\partial E, \partial F)$$

and the following rescaling property holds

$$d_H(tE, tF) = td_H(E, F), \quad t > 0.$$ 

Let $\Omega \subset \mathbb{R}^n$ be a bounded, open, convex set. We consider the following Hausdorff asymmetry functional related to $\Omega$:

$$A_H(\Omega) = \min_{x \in \mathbb{R}^n} \{ d_H(\Omega, B_{R}(x)) : P(\Omega) = P(B_{R}(x)) \}.$$ (2.2)

Now, let us recall another useful notion of convergence of sets.

**Definition 2.2 (convergence in measure).** Let $\Omega \subset \mathbb{R}^n$ be a bounded, open set, let $(E_j)_j$ be a sequence of measurable sets in $\mathbb{R}^n$ and let $E \subset \mathbb{R}^n$ be a measurable set. We say that $(E_j)_j$ converges in measure in $\Omega$ to $E$, if $\chi_{E_j} \rightarrow \chi_E$ in $L^1(\Omega)$, or in other words, if $\lim_{j \rightarrow \infty} V((E_j \Delta E) \cap \Omega) = 0$.

We recall also that the perimeter is lower semicontinuous with respect to the local convergence in measure (see [2], Prop. 3.38), i.e. if the sequence of sets $(E_j)_j$ converges in measure in $\Omega$ to $E$, then

$$P(E; \Omega) \leq \liminf_{j \rightarrow \infty} P(E_j; \Omega).$$

As a consequence of the Rellich-Kondrachov theorem, the following compactness result holds; for a reference see for instance ([2], Thm. 3.39).

**Proposition 2.3.** Let $\Omega \subset \mathbb{R}^n$ be a bounded, open set and let $(E_j)$ be a sequence of measurable sets of $\mathbb{R}^n$, such that $\sup_j P(E_j; \Omega) < \infty$. Then, there exists a subsequence $(E_{j_k})$ converging in measure in $\Omega$ to a set $E$, such that

$$P(E; \Omega) \leq \liminf_{k \rightarrow \infty} P(E_{j_k}; \Omega).$$
Another useful property concerning the sets of finite perimeter is stated in the next approximation result, see ([2], Thm. 3.42).

**Proposition 2.4.** Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded, open set and let \( E \) be a set of finite perimeter in \( \Omega \). Then, there exists a sequence of smooth, bounded open sets \( (E_j) \) converging in measure in \( \Omega \) and such that \( \lim_{j \to \infty} P(E_j; \Omega) = P(E; \Omega) \).

In the particular case of convex sets, the following lemma holds.

**Lemma 2.5.** Let \( (E_j) \) be a sequence of convex sets in \( \mathbb{R}^n \) such that \( E_j \rightharpoonup B \) in measure, then \( \lim_{j \to \infty} P(E_j) = P(B) \).

**Proof.** Since, in the case of convex sets, the convergence in measure implies the Hausdorff convergence, we have that \( \lim_{j \to \infty} d_H(E_j, B) = 0 \) (see for instance [13]). Thus, for \( j \) large enough, there exists \( \varepsilon_j \), such that
\[
(1 - \varepsilon_j)B \subset E_j \subset (1 + \varepsilon_j)B.
\]
Being the perimeter monotone with respect to the inclusion of convex sets then
\[
(1 - \varepsilon_j)^{n-1}P(B) \leq P(E_j) \leq (1 + \varepsilon_j)^{n-1}P(B).
\]
When \( j \) goes to infinity, we have the thesis. \( \square \)

Now we recall two useful results, whose proof can be found in [16, 17].

**Lemma 2.6.** If \( v \in W^{1,\infty}(S^{n-1}) \) and \( \int_{S^{n-1}} v d\mathcal{H}^{n-1} = 0 \), then
\[
||v||_{L^{\infty}(S^{n-1})}^{n-1} \leq \begin{cases} 
\pi||D_\tau v||_{L^2(S^{n-1})}^2 & n = 2 \\
4||D_\tau v||_{L^2(S^{n-1})}^2 \log \frac{8e||D_\tau v||_{L^\infty(S^{n-1})}^{n-1}}{||D_\tau v||_{L^2(S^{n-1})}^2} & n = 3 \\
C(n)||D_\tau v||_{L^2(S^{n-1})}^2 ||D_\tau v||_{L^\infty(S^{n-1})}^{n-3} & n \geq 4 
\end{cases} (2.3)
\]

For this second lemma see for instance [17].

**Lemma 2.7.** Let \( n \geq 2 \). There exists a positive universal constant \( \varepsilon_0 < \frac{1}{2} \) such that, if \( E \) is a convex, nearly spherical set with \( V(E) = V(B) \) and \( ||v||_{W^{1,\infty}} \leq \varepsilon_0 \), then
\[
||D_\tau v||_{L^\infty}^2 \leq 8||v||_{L^\infty}. (2.4)
\]

### 2.1. Nearly spherical sets

In this section we give the definition of nearly spherical sets and we recall some of their basic properties (see for instance [6, 16, 17]).

**Definition 2.8.** Let \( n \geq 2 \). An open, bounded set \( E \subseteq \mathbb{R}^n \) is said a nearly spherical set parametrized by \( v \) if the barycenter of \( E \) is at the origin and there exists \( v \in W^{1,\infty}(S^{n-1}) \) such that
\[
\partial E = \{ y \in \mathbb{R}^n : y = x(1 + v(x)), x \in S^{n-1} \}, \quad (2.5)
\]
with \( ||v||_{W^{1,\infty}} \leq \frac{1}{2} \).
2.2. The Robin eigenvalues with negative boundary parameter

In this short paragraph we briefly recall some well known properties and shape optimization results for Robin eigenvalues with negative boundary parameter. For more details see, for instance, [11].

As already highlighted, for any Lipschitz domain $\Omega$, $\lambda_\beta(\Omega)$ is negative; moreover, if $\Omega$ is connected, $\lambda_\beta(\Omega)$ is simple. In addition, for any scale factor $t \geq 0$, one has

$$\lambda_\beta(t\Omega) = \frac{1}{t^2} \lambda_{t\beta}(\Omega);$$

notice that this scaling formula gives no scale invariance of the functional $\lambda_\beta$ and no monotonicity properties, since also the boundary parameter rescales. This uncontrolled behaviour when the set rescales does not allow to reduce to equivalent scale invariant problems (for instance, to reduce ourselves to study problem (1.3) only in the class of convex sets with unitary perimeter).

For many years it has been studied the maximization of $\lambda_\beta$ among sets of prescribed measure, inspired by a conjecture by M. Bareket of 1977 (see [4] for the original statement in dimension $n = 2$ and [7] for a more general statement in any dimension): it was conjectured that the ball was the only maximizer for $\lambda_\beta$ among sufficiently smooth sets of prescribed measure for any value of $\beta$ and any dimension $n$. Even though there was some evidence supporting the conjecture, in 2015 the conjecture was disproved in [15]. More precisely, authors prove that for any $r > 0$, there exist a spherical shell $A_{r_1, r_2} := \{ x \in \mathbb{R}^d : r_1 < |x| < r_2 \}$ with the same volume as the ball $B_r$, such that

$$\lambda_\beta(B_r) < \lambda_\beta(A_{r_1, r_2})$$

for every sufficiently large value of $\beta$. On the other hand, for smooth domains in the plane, a reverse Faber-Krahn inequality holds for small negative values of $\beta$ (see Thm. 2 in [15]): for every $m > 0$, there exist $\beta_0 > 0$ depending only on $m$ such that, for any bounded domain $\Omega$ of measure $m$ with $C^2$ boundary

$$\lambda_\beta(\Omega) \leq \lambda_\beta(B_m)$$

for every $\beta \in [0, \beta_0]$, where $B_m$ is the disk of measure $m$.

In terms of existence of a maximizer for $\lambda_\beta$ in any space dimension and for any value of $\beta$, in [9] it is proved that among sets of prescribed measure a solution exists (also for higher eigenvalues and for more general functional), but nothing is known about the precise shape of the optimal sets.

Since for a quantitative approach it is necessary to know what is the (unique) optimal set, it has been natural to replace the prescription of fixed measure with the prescription of fixed perimeter and to restrict the class of admissible sets. More precisely, in [10] authors prove the reverse Faber-Krahn inequality (1.4), i.e. that the ball is the only maximizer for $\lambda_\beta$ among convex sets of fixed perimeter. In view of that uniqueness, the prescription on the perimeter and the convexity constraint on the admissible sets turn out to be two reasonable requirements to study the stability of inequality (1.4). In the next section we focus on this quantitative result, the main goal of our work.

3. A stability result for a Steklov-type problem and Proof of Theorem 1.1

This section is the core of the paper. We first introduce the auxiliary problem (3.3) and then present a stability inequality for it. Our approach follows the ideas in [18]. Finally, we prove Theorem 1.1 as a consequence of the quantitative reverse Faber-Krahn type inequality for (3.3).
Let $n \geq 2$, $\Omega \subset \mathbb{R}^n$ and consider the following variational problem

$$\lambda (\Omega) = \inf_{u \in H^1 \setminus \{0\}} \frac{\int_{\Omega} |Du|^2 \, dx + \int_{\Omega} u^2 \, dx}{\int_{\partial \Omega} u^2 \, d\mathcal{H}^{n+1}}. \quad (3.1)$$

It is well known that if $\Omega$ is an open, bounded set with Lipschitz boundary the infimum in (3.1) is achieved and it solves the following Steklov-type eigenvalue problem

$$\begin{cases}
-\Delta v + v = 0 & \text{in } \Omega \\
\frac{\partial v}{\partial \nu} = \lambda (\Omega) v & \text{on } \partial \Omega.
\end{cases} \quad (3.2)$$

In [14] it is highlighted that the shape optimization problem

$$\sup \{ \lambda (\Omega) : \Omega \subset \mathbb{R}^n, \text{ open, convex}, \mathcal{H}^{n-1}(\partial \Omega) = m \} \quad (3.3)$$

is linked with the maximization of $\lambda_\beta$ in a particular class of open sets with fixed measure; the proof that the ball maximizes $\lambda_\beta$ is obtained via means of quantitative isoperimetric inequalities.

Here we state some well known facts for $\lambda (\Omega)$. If $\Omega$ is the unit ball, the only solution of the problem (3.1), up to a multiplicative constant, is given by $z(x) = |x|^{1 - \frac{2}{n}} I_{n/2 - 1}(|x|)$, where with $I_\nu$ we indicate the modified Bessel function of index $\nu$ for every $\nu \in \mathbb{R}$.

Following the notations in [14], we now introduce the functions

$$h_\rho(t) = \left( (t\rho)^{1 - \frac{2}{n}} I_{\frac{2}{n} - 1}(t\rho) \right)^2; \quad f_\rho(t) = \frac{h_\rho'(t)}{2 \rho} = (t\rho)^{2 - n} I_{\frac{2}{n} - 1}(t\rho) I_{\frac{2}{n}}(t\rho). \quad (3.4)$$

Since the minimizer of (3.1) is known to be $z(x)$ in case $\Omega$ is any ball centered at the origin, the idea is to test $\lambda (\Omega)$ against $z(x)$. This leads to prove that the only solution to problem (3.3) is the ball, as stated in the following

**Lemma 3.1.** Let $n \geq 2$ and $\Omega \subset \mathbb{R}^n$ be open and convex. Then

$$\lambda (\Omega) \leq \frac{\int_{\partial \Omega} \frac{\partial z}{\partial \nu} \, d\mathcal{H}^{n-1}}{\int_{\partial \Omega} \frac{z^2}{D(\Omega)}} =: \frac{N(\Omega)}{D(\Omega)} =: I(\Omega) \quad \text{and} \quad I(\Omega^\#) = \lambda (\Omega^\#) \quad (3.5)$$

where $z(x) = |x|^{1 - \frac{2}{n}} I_{\frac{2}{n} - 1}(|x|)$.

The proof of this lemma is an easy consequence of the divergence theorem, the variational formulation of $\lambda$ and the fact that $-\Delta z + z = 0$.

In order to write the ratio $N(\Omega)/V(\Omega)$ for nearly spherical sets, we recall that the tangential Jacobian of the map $\phi : x \in \mathbb{S}^{n-1} \rightarrow y = \rho x(1 + u(x))$ is given by

$$J_{\phi}(x) = \rho^{n-1}(1 + u)^{n-2}\sqrt{(1 + u)^2 + |D_\tau u|^2}$$
where with $D_\tau u$ we indicate the tangential gradient of $u$, while the exterior normal to $\partial \Omega$ at $y = x(1 + u(x))$ can be written as

$$\nu(x) = \frac{x(1 + u(x)) - D_\tau u(x)}{\sqrt{(1 + u(x))^2 + |D_\tau u(x)|^2}}.$$ 

Hence recalling the explicit formula for $z$, i.e. $z(x) = |x|^{1-\frac{n}{2}} I_{\frac{n}{2} -1}(|x|)$, and using the area formula we can write the ratio $N(\Omega)/D(\Omega)$ for nearly spherical sets as

$$\frac{N(\Omega)}{D(\Omega)} = \frac{\int_{S^{n-1}} f_\rho(1 + u(x))(1 + u(x))^{n-1} dH^{n-1}}{\int_{S^{n-1}} h_\rho(1 + u(x))(1 + u(x))^{n-1} \sqrt{(1 + u(x))^2 + |D_\tau u(x)|^2} dH^{n-1}}.$$ 

**Proposition 3.2.** Let $n \geq 2$ and $\rho > 0$. There exist $\varepsilon_0 > 0$ and a $C_1(n, \rho) > 0$ such that, for any nearly spherical set as in the definition 2.5 with $\|v\|_\infty \leq \varepsilon_0$, the following stability inequality holds true

$$\frac{N(\Omega^\#)D(\Omega) - D(\Omega^\#)N(\Omega)}{n\omega_n} \geq C_1(n, \rho)\|D_\tau v\|_{L^2(S^{n-1})}^2. \quad (3.6)$$

**Proof.** Let the idea is to estimate from below the left hand side of (3.6) by performing a suitable “Taylor expansion” in terms of the deformation of $\partial \Omega$ compared to $S^{n-1}$. For that reason, it is convenient to replace the polar representation $v$ of $\partial \Omega$ by $tu$ where $t > 0$ is sufficiently small. We thus obtain

$$\frac{N(\Omega^\#)D(\Omega) - D(\Omega^\#)N(\Omega)}{n\omega_n} = \frac{f_\rho(1) \int_{S^{n-1}} h_\rho(1 + tu)^{n-1} \left[1 + \frac{t^2|D_\tau u|^2}{(1 + tu)^2}\right] d\sigma - h_\rho(1) \int_{S^{n-1}} f_\rho(1 + tu)^{n-1} d\sigma}{n\omega_n}.$$ 

By a Taylor expansion up to the second order around $t = 0$ of the two integrals, we get

$$\frac{N(\Omega^\#)D(\Omega) - D(\Omega^\#)N(\Omega)}{n\omega_n} \geq \int_{S^{n-1}} tu[f_\rho(1)h_\rho'(1) - f_\rho'(1)h_\rho(1)] d\sigma$$

$$+ \int_{S^{n-1}} \frac{t^2u^2}{2} [2(n-1)(f_\rho(1)h_\rho'(1) - f_\rho'(1)h_\rho(1)) + f_\rho(1)h_\rho''(1) - f_\rho''(1)h_\rho(1)] d\sigma$$

$$+ \int_{S^{n-1}} f_\rho(1)h_\rho(1) t^2 \frac{|D_\tau u|^2}{2} d\sigma - \varepsilon C_1 t^2 \|D_\tau u\|_{L^2(S^{n-1})}^2$$

$$\geq t^2 \left[\int_{S^{n-1}} \frac{n}{2} (f_\rho(1)h_\rho'(1) - f_\rho'(1)h_\rho(1)) + f_\rho(1)h_\rho''(1) - f_\rho''(1)h_\rho(1) \right] \|u\|_{L^2(S^{n-1})}^2$$

$$+ t^2 \left[ f_\rho(1)h_\rho'(1) - f_\rho'(1)h_\rho(1) \right] \|D_\tau u\|_{L^2(S^{n-1})}^2 - \varepsilon C_2 t^2 \|D_\tau u\|_{L^2(S^{n-1})}^2$$

Now we make use of the hypothesis that $P(\Omega) = P(\Omega^\#)$. In term of integrals, this means

$$\int_{S^{n-1}} (1 + u)^{n-2} \sqrt{(1 + u)^2 + |D_\tau u|^2} dH^{n-1} = n\omega_n.$$
Using the fact that $t < \varepsilon$, we can Taylor expand the LHS and find

$$t \int_{S^{n-1}} u d\mathcal{H}^{n-1} \geq -t^2 \frac{n-2}{2} \int_{S^{n-1}} u^2 d\mathcal{H}^{n-1} - t^2 \frac{1}{2(n-1)} \int_{S^{n-1}} |D_x u|^2 d\mathcal{H}^{n-1} - C_3(n) o(t^2) \tag{3.8}$$

Notice that

$$\left[ \frac{f_\rho(1) h_{\rho}(1)}{2} - \frac{f_\rho(1) h'_{\rho}(1) - f'_\rho(1) h_{\rho}(1)}{2(n-1)} \right] = \frac{\rho(I_{\frac{n}{2}}(\rho) - I_{\frac{n}{2}}(\rho))}{2(n-1)I_{\frac{n}{2}}(\rho)} + I_{\frac{n}{2}}(\rho) > 0 \tag{3.9}$$

Then, since $\varepsilon C_2$ can be taken arbitrarily small (the quantity $C_2$ does not depend on $\varepsilon$), if

$$\left[ \frac{n}{2} (f_\rho(1) h'_{\rho}(1) - f'_\rho(1) h_{\rho}(1)) + \frac{f_\rho(1) h''_{\rho}(1) - f''_\rho(1) h_{\rho}(1)}{2} \right] \geq 0,$$

the proof is concluded (the positive constant in the statement is provided by (3.9)). Otherwise, we have to make a careful estimate in order to understand which term is the dominant one. To do that, let us recall that the space $L^2(S^{n-1})$ admits the set of spherical harmonics $\{Y_{k,i}, 1 \leq i \leq N_k, k \in \mathbb{N}\}$ as orthonormal basis. To be more precise, for any $k \in \mathbb{N}$, the eigenvalue problem

$$-\Delta_{S^{n-1}} Y_{k,i} = n(n-k-2)Y_{k,i},$$

where $\Delta_{S^{n-1}}$ is the Laplace Beltrami operator, admits $N_k$ independent solutions, called the spherical harmonics of order $k$, and we will indicate them as $\{Y_{k,i}, 1 \leq i \leq N_k\}$. Moreover, it is well known that the spherical harmonics of order $k$ are nothing else than homogeneous polynomials of degree $k$. Hence, we will write $u$ as

$$u = \sum_{k=1}^{\infty} \sum_{i=1}^{N_k} a_{k,i} Y_{k,i}$$

where $a_{k,i} = \int_{S^{n-1}} u Y_{k,i}$. Since $\{Y_{k,i}, 1 \leq i \leq N_k, k \in \mathbb{N}\}$ is an orthonormal basis we have

$$\|u\|_{L^2(S^{n-1})}^2 = a_0^2 + \sum_{k=0}^{\infty} \sum_{i=1}^{N_k} a_{k,i}^2,$$

and using the properties of $Y_{k,i}$ it holds

$$\|D_x u\|_{L^2(S^{n-1})}^2 = \sum_{k=1}^{\infty} \sum_{i=1}^{N_k} k(n+k-2)a_{k,i}^2.$$

Since $Y_0$ is a constant and $Y_{1,i} = x_i$ for $1 \leq i \leq n$, we now estimate $a_0$ and $a_{1,i}$ using the geometric hypothesis on $\Omega$. Indeed, using (3.8) and the fact that $t \leq \varepsilon_0$ we infer

$$|a_0| = \left| \int_{S^{n-1}} u \right| \leq t \frac{n-2}{2} \|u\|_{L^2(S^{n-1})}^2 + t \frac{1}{2(n-2)} \|D_x u\|_{L^2(S^{n-1})}^2.$$
Moreover, since $B(\Omega) = 0$, we have
\[
\int_{S^{n-1}} x_i (1 + tu(x))^{n+1} d\mathcal{H}^{n-1} = 0
\]
and then
\[
|a_{1,i}| = \left| \int_{S^{n-1}} x_i u(x) d\mathcal{H}^{n-1} \right| \leq n \varepsilon \| u \|_{L^2(S^{n-1})}^2.
\]
Thus,
\[
\| u \|_{L^2(S^{n-1})}^2 = a_0^2 + \sum_{i=1}^n a_{1,i}^2 + \sum_{k=2}^{\infty} \sum_{i=2}^{N_k} a_{1,i}^2 \sum_{k=0}^{\infty} \sum_{i=1}^{N_k} a_{k,i}^2 \leq C n \varepsilon^2 \| u \|_{W^{1,2}(S^{n-1})}^2 + \sum_{k=2}^{\infty} \sum_{i=2}^{N_k} a_{k,i}^2.
\]
while
\[
\| D_{\tau} u \|_{L^2(S^{n-1})}^2 = \sum_{k=1}^{\infty} \sum_{i=1}^{N_k} a_i^2 \geq 2n \sum_{k=2}^{\infty} \sum_{i=2}^{N_k} a_{k,i}^2.
\]
If we combine the above two inequalities we get that
\[
\| D_{\tau} u \|_{L^2(S^{n-1})}^2 \geq \frac{2n - \varepsilon}{1 - \varepsilon} \| u \|_{L^2(S^{n-1})}^2 = \left( 2n - \frac{2\varepsilon}{1 - \varepsilon} \right) \| u \|_{L^2(S^{n-1})}^2. \tag{3.10}
\]
Using (3.7) and (3.10) we have
\[
\frac{N(\Omega^\#)D(\Omega) - D(\Omega^\#)N(\Omega)}{n \omega_n} \geq \frac{t^2}{2n} \left[ \frac{n}{2} \left( f_{\rho}(1) h_{\rho}'(1) - f_{\rho}'(1) h_{\rho}(1) \right) + f_{\rho}(1) h_{\rho}''(1) - f_{\rho}'(1) h_{\rho}(1) \right] \| D_{\tau} u \|_{L^2(S^{n-1})}^2
\]
\[\quad + \varepsilon\left[ \frac{f_{\rho}(1) h_{\rho}'(1)}{2} - \frac{f_{\rho}'(1) h_{\rho}'(1)}{2(n-1)} \right] \| D_{\tau} u \|_{L^2(S^{n-1})}^2 - \varepsilon C_2 t^2 \| D_{\tau} u \|_{L^2(S^{n-1})}^2 \tag{3.11} \]
\[\quad \geq \frac{t^2}{2n} \left[ \frac{n^2 - 3n}{2(n-1)} (f_{\rho}(1) h_{\rho}'(1) - f_{\rho}'(1) h_{\rho}(1)) + f_{\rho}(1) h_{\rho}''(1) - f_{\rho}'(1) h_{\rho}(1) \right]
\[\quad + n (f_{\rho}(1) h_{\rho}(1)) \| u \|_{L^2(S^{n-1})}^2 - \varepsilon C_2 t^2 \| D_{\tau} u \|_{L^2(S^{n-1})}^2.
\]
To conclude the proof we are left to show that
\[
\frac{n^2 - 3n}{n - 1} (f_{\rho}(1) h_{\rho}'(1) - f_{\rho}'(1) h_{\rho}(1)) + f_{\rho}(1) h_{\rho}''(1) - f_{\rho}'(1) h_{\rho}(1) + 2n (f_{\rho}(1) h_{\rho}(1)) > 0. \tag{3.12}
\]
Now, in [14] authors prove that
\[
C(n, \rho) = (n - 1)(f_{\rho}(1) h_{\rho}'(1) - f_{\rho}'(1) h_{\rho}(1)) + f_{\rho}(1) h_{\rho}''(1) - f_{\rho}'(1) h_{\rho}(1) + 2n (f_{\rho}(1) h_{\rho}(1)) > 0.
\]
A QUANTITATIVE REVERSE FABER-KRAHN INEQUALITY

for any $n \geq 2$ and $\rho > 0$. Since it holds

$$\frac{n^2 - 3n}{n - 1} (f_\rho'(1)h_\rho'(1) - f_\rho'(1)h_\rho(1)) + f_\rho'(1)h_\rho''(1) + f_\rho''(1)h_\rho(1) + 2n(f_\rho(1)h_\rho(1))$$

$$= C(n, \rho) - \frac{n+1}{n-1} (f_\rho'(1)h_\rho'(1) - f_\rho'(1)h_\rho(1)),$$

to prove (3.12) it is sufficient to show that

$$(f_\rho'(1)h_\rho'(1) - f_\rho'(1)h_\rho(1)) \leq 0$$

for any $n \geq 2$ and $\rho > 0$. Now, in view of the definition of $f_\rho$ and $h_\rho$, it results that

$$f_\rho'(1)h_\rho'(1) - f_\rho'(1)h_\rho(1) = f_\rho'(1) \frac{d}{dt} \left[ \frac{h_\rho(t)}{f_\rho(t)} \right]_{t=1} = f_\rho'(1) \frac{d}{dt} \left[ \frac{T_{n-1}(tp)}{T_n(tp)} \right]_{t=1}.$$ 

In [3] it has been proved that the last derivative is negative; then (3.12) holds and the proof is concluded. \qed

As an immediate application of Lemma 3.1 and Proposition 3.2, we get the following

**Corollary 3.3.** Let $n \geq 2$ and $\Omega$ a nearly spherical set parametrized by $u \in W^{1,\infty}(\mathbb{S}^{n-1})$ with perimeter $P(\Omega) = n\omega_n \rho^{n-1}$. Then

$$\lambda(\Omega^\#) - \lambda(\Omega) \geq I(\Omega^\#) - I(\Omega) \geq C_1(n, \rho) \|D_r u\|_{L^2(\mathbb{S}^{n-1})}^2. \quad (3.13)$$

Moreover, the constant $C_1(n, \rho)$ depends continuously (actually analytically) on $\rho$.

A second corollary, actually the one we are interested in, regards the stability of the first eigenvalue for the Robin problem.

**Corollary 3.4.** Let $n \geq 2$ and $\delta > 0$. There exists a constant $C(n, \beta, \rho, \delta)$ such that if $\Omega$ is a nearly spherical set parametrized by $u \in W^{1,\infty}(\mathbb{S}^{n-1})$ with $\lambda_{\beta}(\Omega^\#) - \lambda_{\beta}(\Omega) < \delta$, then

$$\lambda_{\beta}(\Omega^\#) - \lambda_{\beta}(\Omega) \geq C(n, \beta, \rho, \delta) \|D_r u\|_{L^2(\mathbb{S}^{n-1})}^2. \quad (3.14)$$

**Proof.** Let $\delta > 0$ be fixed and let $\Omega$ be chosen as in the statement. The map $\beta \mapsto \lambda_{\beta}(\Omega)$ is continuous and monotonically decreasing from $(0, +\infty)$ onto $(-\infty, 0)$. Then, there exists $\bar{\beta} \geq \beta$ such that

$$\lambda_{\beta}(\Omega) = \lambda_{\bar{\beta}}(\Omega^\#).$$

Hence,

$$\lambda_{\beta}(\Omega^\#) - \lambda_{\beta}(\Omega) = \lambda_{\bar{\beta}}(\Omega^\#) - \lambda_{\bar{\beta}}(\Omega^\#).$$

Moreover, if $\kappa = \sqrt{|\lambda_{\bar{\beta}}(\Omega)|}$, for the rescaled sets $\kappa \Omega$ and $\kappa \Omega^\#$ it holds that

$$\int_{\kappa \Omega} |\nabla w|^2 \, dx + \int_{\kappa \Omega} w^2 \, dx \geq \frac{\beta}{\kappa} \int_{\partial(\kappa \Omega)} w^2 \, d\mathcal{H}^{n-1} \quad \forall w \in H^1(\kappa \Omega)$$
with equality holding if \( w \) and \( z \) are, respectively, the eigenfunctions for the Robin problem on \( \kappa\Omega \) with parameter \( \beta \) and on \( \kappa\Omega\# \) with boundary parameter \( \bar{\beta} \). In that case, the infimum for the Steklov problem (3.1) is achieved on \( \kappa\Omega \) and \( \kappa\Omega\# \), obtaining

\[
\lambda(\kappa\Omega) = \frac{\beta}{\kappa}, \quad \lambda(\kappa\Omega\#) = \frac{\bar{\beta}}{\kappa}.
\]

Then, it follows that

\[
\frac{\bar{\beta} - \beta}{\sqrt{|\lambda_{\beta}(\Omega)|}} = \lambda(\kappa\Omega\#) - \lambda(\kappa\Omega).
\]

Using the variational characterization of \( \lambda_{\beta}(\Omega\#) \) and \( \lambda_{\beta}(\Omega\#) \), if with \( u_{\beta} \) we denote the optimal function of \( \Omega\# \) for the Robin problem with parameter \( \beta \), we have that

\[
\lambda_{\beta}(\Omega\#) - \lambda_{\beta}(\Omega) = \lambda_{\beta}(\Omega\#) - \lambda_{\beta}(\Omega) \geq (\bar{\beta} - \beta) \int_{\partial\Omega\#} u_{\beta}^2 \, dH^{n-1} - \int_{\Omega\#} u_{\beta}^2 \, dx \geq \kappa C(n, \beta, \rho) \|D\tau u\|_{L^2(S^{n-1})},
\]

where \( C_1 \) is the constant found in Proposition 3.2.

Now we are able to prove our main stability result. Since the constant \( C_1 \) continuously depends on \( \rho \) we find that

**Lemma 3.5.** Let \( m > 0 \). If \( \Omega \) is a convex set with \( P(\Omega) = m \) and \( \lambda_{\beta}(\Omega) > 2\lambda_{\beta}(\Omega\#) \), then, there exists a positive constant \( C(m, n, \beta) \) such that \( \text{diam}(\Omega) < C(m, n, \beta) \).

**Proof.** Let us argue by contradiction and suppose that there exists a sequence \( (\Omega_j) \) of convex sets with \( P(\Omega_j) = m \) such that \( \lambda_{\beta}(\Omega_j) > 2\lambda_{\beta}(\Omega\#) \) and that \( \text{diam}(\Omega_j) \to +\infty \). In view of the convexity of \( \Omega_j \) and of the constraint \( P(\Omega_j) = m \), the sequence \( (\rho_{\beta,j}) \) of the inradii of \( (\Omega_j) \) is necessarily vanishing. Recalling that, for any convex set \( A \) with inradius \( \rho \) it holds

\[
|A| \leq \rho P(A)
\]

(see, for instance, [8], Prop. 2.4.3), we deduce that \( |\Omega_j| \) vanishes as \( j \) goes to \( +\infty \). Now, using \( \chi_{\Omega_j} \) as a test function for \( \lambda_{\beta}(\Omega_j) \), we obtain

\[
\lambda_{\beta}(\Omega_j) \leq -\beta \frac{P(\Omega_j)}{|\Omega_j|} \to -\infty,
\]

in contradiction with the lower bound on \( \lambda_{\beta}(\Omega_j) \).

The previous result can be even obtained as a particular case of the isodiametric control of the Robin spectrum proved in [9] also for higher eigenvalues in a wider class of sets.

Another important result about the functional \( \Omega \mapsto \lambda_{\beta}(\Omega) \) is the following upper semicontinuity issue.
Lemma 3.6. If \( \Omega_j, \Omega \subset \mathbb{R}^n \) are convex sets with \( \Omega_j \to \Omega \) is measure, then
\[
\limsup_{j \to +\infty} \lambda_\beta(\Omega_j) \leq \lambda_\beta(\Omega).
\]

Sketch of the proof. As shown in [9] and in [10], the upper semicontinuity of \( \lambda_\beta \) is based on the fact that, set \( u_\Omega \) a (normalized) eigenfunction for \( \lambda_\beta(\Omega) \), the functional
\[
\Omega \mapsto \int_{\partial \Omega} u_\Omega^2 d\mathcal{H}^{n-1}
\]
is lower semicontinuous (for a proof of this fact in a convex setting see [12]). Thus, \( \Omega \to \lambda_\beta(\Omega) \) is an infimum of upper semicontinous functions, which is our thesis. \( \square \)

In view of the upper semicontinuity of \( \lambda_\beta \) and of the isodiametric control in Lemma 3.5, since the ball is the unique maximizer of \( \lambda_\beta \) among convex sets with prescribed perimeter, it is immediate the following result.

Lemma 3.7. If \( \Omega_j \) is a sequence of convex sets with barycenter at the origin and \( \lambda_\beta(\Omega_j) \to \lambda_\beta(B) \), then \( P(\Omega_j) \to P(B) \) and \( d_H(\Omega_j, B) \to 0 \).

Sketch of the proof. The diameters of the sets \( \Omega_j \) are uniformly bounded. Up to subsequences, there exists an open bounded set \( \Omega \) such that \( d_H(\Omega_j, \Omega) \to 0 \); in view of the maximality of the ball and of the upper semicontinuity of \( \lambda_\beta \), we obtain that necessarily \( \Omega = B \). \( \square \)

In view of the previous lemma, we can restrict our main stability result to nearly spherical sets barycentered in the origin.

Lemma 3.8. Let \( n \geq 2 \) and \( \rho > 0 \). There exists a positive constant \( \delta_0 \) depending only on the dimension \( n \), on the boundary parameter \( \beta \) and on \( \rho \) such that, if \( \Omega \) is a convex set with \( P(\Omega) = n\omega_n \rho^{n-1} \) and \( \lambda_\beta(\Omega^\#) - \lambda_\beta(\Omega) \leq \delta_0 \), then up to a translation \( \Omega \) is a nearly spherical set.

Proof of Theorem 1.1. Lemma 3.8 ensures us that, if \( \delta_0 \) is small enough, then we can suppose without loss of generality that our set \( \Omega \) is a nearly spherical set with barycenter at the origin. Thus, we can suppose
\[
\partial \Omega = \{ \rho x(1 + u(x)), \ x \in S^{n-1} \}
\]
and \( P(\Omega) = n\omega_n \rho^{n-1} = P(B_\rho) \). Let \( \rho_1 \) such that \( |B_{\rho_1}| = |\Omega| \). Since \( \Omega \) and \( B_{\rho_1} \) have the same measure, we have that
\[
\frac{\rho^n}{n} \int_{S^{n-1}} (1 + u)^n d\mathcal{H}^{n-1} = \omega_n \rho_1^n. \tag{3.15}
\]

Define the function \( h := (\rho(1 + u))^n - \rho_1^n \). Expanding the integrand of the latter formula leads to
\[
\rho^n - \rho_1^n = -\frac{1}{\omega_n} \int_{S^{n-1}} \sum_{k=1}^{n} \binom{n}{k} u^k d\mathcal{H}^{n-1}
\]
which immediately implies \( |\rho - \rho_1| < C(n)\|u\|_\infty \). Hence it holds
\[
C_3\|h\|_\infty \leq \|u\|_\infty \leq C_4\|h\|_\infty,
\]
where $C_3$ and $C_4$ are constant depending only on the dimension. Moreover, the Leibnitz rule yields $D_{\tau}h = n\rho^\alpha(1 + u)^{n-1}D_{\tau}u$, hence to the control

$$C_5\|D_{\tau}u\|_{L^2(S^{n-1})} \leq \|D_{\tau}h\|_{L^2(S^{n-1})} \leq C_6\|D_{\tau}u\|_{L^2(S^{n-1})}$$

where $C_5$, $C_6$ depend on the dimension and on $\rho$. From (3.15), we know that $h$ has zero integral, thus we can apply Lemma 2.6 to $h$ and use the norm controls given above to infer

$$\|u\|_{L^\infty(S^{n-1})}^{n-1} \leq \left\{ \begin{array}{ll}
\pi\|D_{\tau}u\|_{L^2(S^{n-1})} & n = 2 \\
4\|D_{\tau}u\|_{L^2(S^{n-1})}^2 \log \frac{8e\|D_{\tau}u\|_{L^2(S^{n-1})}^{n-1}}{\|D_{\tau}u\|_{L^2(S^{n-1})}} & n = 3 \\
C(n)\|D_{\tau}u\|_{L^2(S^{n-1})}^2\|D_{\tau}u\|_{L^\infty(S^{n-1})}^{n-3} & n \geq 4.
\end{array} \right.$$  

We now prove our result only for $n \geq 4$, since for $n = 2, 3$ the argument is the same. The above inequality and Lemma 2.7 lead to

$$\|u\|_{L^\infty(S^{n-1})}^{n-1} \leq C(n)\|D_{\tau}u\|_{L^2(S^{n-1})}^2\|D_{\tau}u\|_{L^\infty(S^{n-1})}^{n-3},$$

hence

$$\|u\|_{L^\infty(S^{n-1})}^{n+1} \leq C(n)\|D_{\tau}u\|_{L^2(S^{n-1})}^2\|D_{\tau}u\|_{L^\infty(S^{n-1})}^{n-1}. \quad (3.16)$$

Since $\rho\|u\|_{L^\infty(S^{n-1})} = d_H(\Omega, \Omega^\#) = A_H(\Omega)$, inequalities (3.16) and (3.14) give the result for $n \geq 4$.

Notice that, as expected, the final constant depends not only on the dimension, but also on the boundary parameter and on the size of the admissible sets for the maximization problem.

### 4. Further remarks and open problems

In the same spirit of [18], it is possible to prove the sharpness of the quantitative "weighted" isoperimetric inequality considered in the previous section for the functional $I(\cdot)$.

**Theorem 4.1.** Let $n \geq 2$. There exists a family of convex sets $(E_\alpha)_\alpha$ such that

$$I(E_\alpha^\#) - I(E_\alpha) \to 0, \quad \text{when } \alpha \to 0$$

and

$$I(E_\alpha^\#) - I(E_\alpha) \simeq g(A_H(E_\alpha)) \quad (4.1)$$

where $C$ is a suitable positive constant independent of $\alpha$.

We do not write the proof of this last theorem since, due to the analytic and non decreasing nature of the Bessel functions, it follows straightforward as in [18]. However, for the reader convenience, we explicitly recall the sets which give the sharpness of the exponents.

In the two dimensional case, to find the optimality of the exponent, one may use the “stadium” shaped sets (i.e. the convex hull of two balls with the same radius whose centers is connected by a segment passing through the origin) already considered in [1, 5].
If \( n \geq 4 \), let \( \alpha \in [0, \pi/2] \) and \( p_{\alpha} \in \mathbb{R}^n \) such that

\[
|p_{\alpha}| = \frac{1}{\cos \alpha}.
\]

Then, we can define the set \( E_{\alpha} \) as the convex hull of \( B \cup \{-p_{\alpha}, p_{\alpha}\} \).

In the three dimensional case, the shape of the sets is quite different, due to the peculiar form of the function \( g \). Let \( \alpha \in [0, \pi/2] \) and consider the following function \( \omega_{\alpha} = \omega_{\alpha}(\varphi) \) defined over \( S^2 \) and depending only on the spherical distance \( \varphi \), with \( \varphi \in [0, \pi] \), from a prescribed north pole \( \xi^* \in S^2 \):

\[
\omega_{\alpha} = \omega_{\alpha}(\varphi) = \begin{cases} 
-\sin^2 \alpha \log (\sin \alpha) + \sin \alpha (\sin \alpha - \sin \varphi) & \text{for } \sin \varphi \leq \sin \alpha \\
-\sin^2 (\alpha) \log (\sin \varphi) & \text{for } \sin \varphi \geq \sin \alpha.
\end{cases}
\]

(4.2)

Let \( h_{\alpha} := \omega_{\alpha} - \bar{\omega}_{\alpha} \), with \( \bar{\omega}_{\alpha} \) the mean value of \( \omega_{\alpha} \), i.e.

\[
\bar{\omega}_{\alpha} = \int_0^{\pi/2} \omega_{\alpha}(\varphi) \sin \varphi \, d\varphi = (1 - \log 2) \alpha^2 + O(\alpha^4),
\]

when \( \alpha \) goes to 0, and let

\[
R_{\alpha} := (1 + 3h_{\alpha})^{1/3}.
\]

The \( C^1 \) function \( R_{\alpha} = R_{\alpha}(\varphi) \) determines in polar coordinates \((R_{\alpha}, \varphi)\) a planar curve. By rotating this curve about the line \( \xi^* \mathbb{R} \), we determine the boundary of a convex and bounded set depending on the parameter \( \alpha \). We denote that set by \( E_{\alpha} \).

**Remark 4.2.** The result of Theorem 4.1 suggests that sharpness of inequality (1.5) can be expected, but at the moment it seems hard to be proved.

An interesting question is whether the constraint on the perimeter is sufficient to ensure the ball to be the only solution for problem (1.3), even if the admissible sets are not necessarily convex (for instance, one can take the class of finite perimeter sets having the same perimeter). If one is able to prove in this more general framework the analogous of (1.4), in its quantitative version it should be suitable to replace the asymmetry function \( A_{\mathcal{H}} \) by some Fraenkel-type asymmetry function (for more details on the Fraenkel asymmetry, see [17]).
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