APPROXIMATION OF PLANAR SOBOLEV $W^{2,1}$
HOMEOMORPHISMS BY PIECEWISE QUADRATIC
HOMEOMORPHISMS AND DIFFEOMORPHISMS*
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Abstract. Given a Sobolev homeomorphism $f \in W^{2,1}$ in the plane we find a piecewise quadratic
homeomorphism that approximates it up to a set of $\varepsilon$ measure. We show that this piecewise quadratic
map can be approximated by diffeomorphisms in the $W^{2,1}$ norm on this set.
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1. Introduction

In this paper we address the issue approximation of Sobolev homeomorphisms with diffeomorphisms. Let us
briefly explain the motivation for this problem that comes from Nonlinear Elasticity. Let $\Omega \subset \mathbb{R}^n$ be a domain
which models a body made out of homogeneous elastic material, and let $f : \Omega \to \mathbb{R}^n$ be a mapping modeling
the deformation of this body with prescribed boundary values. In the theory of nonlinear elasticity pioneered
by Ball and Ciarlet, see e.g. [2, 3, 12], we study the existence and regularity properties of minimizers of the
energy functionals

$$I(f) = \int_{\Omega} W(Df) \, dx,$$

where $W : \mathbb{R}^{n \times n} \to \mathbb{R}$ is the so-called stored-energy functional, and $Df$ is the differential matrix of the mapping
$f$. The physically relevant assumptions on the model include:

(W1) $W(A) \to +\infty$ as $\det A \to 0$, i.e. mapping does not compress too much,
(W2) $W(A) = +\infty$ if $\det A \leq 0$, which guarantees that the orientation is preserved.
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In particular, any admissible deformation \( f \) satisfies

\[
J_f(x) := \det Df(x) > 0 \quad \text{for a.e. } x \in \Omega.
\]

With the help of some growth assumptions on \( W \) we can prove that a mapping with finite energy is continuous and one-to-one, which corresponds to the non-impenetrability of the matter. Hence it is natural to study Sobolev homeomorphisms with \( J_f > 0 \) a.e. that minimize the energy.

As pointed out by Ball [4, 5] (who ascribes the question to Evans [15]), an important issue toward understanding the regularity of the minimizers in this setting would be to show the existence of minimizing sequences given by piecewise affine homeomorphisms or by diffeomorphisms. This question is called the Ball-Evans approximation problem and asks as a first step to approximate any homeomorphism \( u \in W^{1,p}(\Omega; \mathbb{R}^n) \), \( p \in [1, +\infty) \) by piecewise affine homeomorphisms or by diffeomorphisms in \( W^{1,p} \) norm. The motivation is that regularity is typically proven by testing the weak equation or the variation formulation by the solution itself; but without some a priori regularity of the solution, the integrals are not finite. Thus we need to test the equation with a smooth test mapping of finite energy which is close to the given homeomorphism instead. Besides Nonlinear Elasticity, an approximation result of homeomorphisms with diffeomorphisms would be a very useful tool as it allows a number of proofs to be significantly simplified. Let us note that finding diffeomorphisms near a given homeomorphism is not an easy task, as the usual approximation techniques like mollification or Lipschitz extension using the maximal operator destroy, in general, injectivity.

Let us describe the known results about the Ball-Evans approximation problem. The problems of approximation by diffeomorphisms or piecewise affine planar homeomorphisms are in fact equivalent by the result of Mora-Corral and Pratelli [25] (see also [21]). The first positive results on approximation of planar homeomorphisms smooth outside a point are by Mora-Corral [24]. The celebrated breakthrough result in the area which stimulated much interest in the subject was given by Iwaniec, Kovalev and Onninen in [19], where they found diffeomorphic approximations to any homeomorphism \( f \in W^{1,p}(\Omega, \mathbb{R}^2) \), for any \( 1 < p < \infty \) in the \( W^{1,p} \) norm. The remaining missing case \( p = 1 \) in the plane has been solved by Hencl and Pratelli in [17] by a different method. This method was extended to cover other function spaces like Orlicz-Sobolev spaces (see Campbell [8]), \( BV \) space (see Pratelli, Radici [26]) or \( W^X \) for nice rearrangement invariant Banach function space \( X \) (see Campbell et al. [11]). It is possible to approximate also \( f^{-1} \) in the Sobolev norm for \( p = 1 \) (see Pratelli [27]) or for \( 1 \leq p < \infty \) under the additional assumption that the mapping is bi-Lipschitz (see Daneri and Pratelli in [13]). Moreover, it is possible to characterize all strong limits of Sobolev diffeomorphisms (not only homeomorphisms) as shown by Iwaniec and Onninen [20] for \( p \geq 2 \) and by De Philippis and Pratelli [14] for \( 1 \leq p < 2 \). The higher dimensional case \( n \geq 3 \) is widely open and essentially nothing is known for \( n = 3 \). However, for \( n \geq 4 \) and \( 1 \leq p < [\frac{n}{2}] \) there exists a Sobolev homeomorphism in \( W^{1,p} \) which cannot be approximated by diffeomorphisms (see Hencl and Vejnar [18], Campbell, Hencl and Tengvall [10], Campbell, D’Onofrio and Hencl [9]).

Our aim is to find the corresponding planar result for models with second gradient, i.e. we would like to approximate \( W^{2,q} \) homeomorphisms by diffeomorphisms. Models with the second gradient

\[
E(f) = \int_\Omega (W(Df(x)) + \delta_0 |D^2 f(x)|^q) \, dx,
\]

where \( q \in [1, \infty) \) and \( \delta_0 > 0 \), were introduced by Toupin [28, 29] and later considered by many other authors, see e.g. Ball, Curie, Olver [6], Ball, Mora-Corral [7], M"uller ([23], Sect. 6), Ciarlet ([12], page 93) and references given there. The contribution of the higher gradient is usually connected with interfacial energies and is used to model various phenomena like elastoplasticity or damage. If \( q \) is much bigger than the dimension 2, then under some additional assumptions we can actually conclude that \( J_f \geq \sigma > 0 \) and we can approximate (see [16]). The more physically relevant assumptions are \( q = 1 \) or \( q = 2 \). In that case the usual convolution approximation is not useful for approximation as it in general destroys injectivity in places where the Jacobian is close to zero.

In this paper we start to study the case \( q = 1 \). We cannot use the approach of [19] as there is no analogy of the key extension procedure, i.e. of Rado-Choquet-Kneser theorem. Indeed, even in the one-dimensional
case the minimizers of the $W^{2,q}((0,1))$ energy do not need to be injective once we prescribe the boundary data $f(0), f(1) > f(0), f'(0) > 0$ and $f'(1) > 0$ with derivatives much bigger than $f(1) - f(0)$. Instead we use some ideas of [17], we cover $\Omega$ by triangles and we divide triangles into good and bad according to the behavior of $f$ like differentiability on them. The total measure of bad triangles is small and we approximate $f$ on good triangles by quadratic polynomials. Then we smoothen this piecewise quadratic mapping along the edges of triangles and we obtain the desired diffeomorphism. Note that piecewise linear approximation on triangles as in [17] is not good as the second derivative on linear pieces is zero and we would not be able to approximate triangles and we would be able to deal also

The natural plan for our future research is to obtain some analogy of the key extension result ([17], Thm. 2.1) which will lead to the full approximation result of $W^{2,1}$ homeomorphisms, i.e. we would be able to deal also
with a set of small measure $\bigcup Q_i$. Moreover, we could try to obtain an analogy of Theorem 3.1 in [17], which would even remove the assumption $J_f > 0$ a.e., even though it is quite natural in models of Nonlinear Elasticity.

2. Preliminaries

By $[x, y]$ we denote the point in $\mathbb{R}^2$ with coordinates $x$ and $y$. The scalar product of $u, v \in \mathbb{R}^2$ is denoted by $\langle u, v \rangle$. By $B(c, r)$ we denote the ball centered at $c \in \mathbb{R}^2$ with radius $r > 0$ and $Q(c, r)$ denotes the corresponding square.

Let $u, v \in \mathbb{R}^2$ be nonzero. Then we have the following elementary estimate

$$\left| \frac{u}{|u|} - \frac{v}{|v|} \right| = \left| \frac{u}{|u|} - \frac{v}{|v|} + v \left( \frac{|v| - |u|}{|u| |v|} \right) \right| \leq 2 \frac{|u - v|}{|u|}. \quad (2.1)$$

We introduce a smooth function which grows from 0 to 1 on $[0, 1]$ and plays an important role in our construction.

**Notation 2.1.** Let $\eta : \mathbb{R} \to \mathbb{R}$ be a fixed smooth function with $\eta(x) = 0$, $x \leq 0$ and $\eta(x) = 1$, $x \geq 1$, $\eta$ increasing on $[0, 1]$, $0 \leq \eta' \leq 2$ and $|\eta''| \leq 4$.

For $f : \mathbb{R}^2 \to \mathbb{R}^2$ we use the notation for first derivatives $D_x f = \frac{\partial f}{\partial x}$, $D_y f = \frac{\partial f}{\partial y}$ and similarly for second derivatives $D_{xx} f = D_x (D_x f)$, $D_{yy} f = D_y (D_y f)$ and $D_{xy} = D_x (D_y f)$. Similarly for any vector $u \in \mathbb{R}^2$ we denote by $D_u f$ the derivative of $f$ in the $u$ direction.

It is well-known that for $C^1$ mapping the classical and distributional derivatives agree. Hence for any domain $G \subset \mathbb{R}^2$, $f \in C^1(G, \mathbb{R}^2)$ and $\{u, v\}$ and $\{\bar{u}, \bar{v}\}$ a pair of positively oriented orthonormal bases of $\mathbb{R}^2$ we have

$$J_f(x, y) = \det D f(x, y) = \langle D_u f(x, y), \bar{u} \rangle \langle D_v f(x, y), \bar{v} \rangle - \langle D_u f(x, y), \bar{v} \rangle \langle D_v f(x, y), \bar{u} \rangle, \quad (2.2)$$

for almost every $[x, y] \in G$ where $J_f$ is the weak Jacobian of $f$. This is essentially the invariance of the determinant with respect to the choice of a positively oriented orthonormal basis.

2.1. Representation of higher order derivatives

Given $f \in C^2(\Omega, \mathbb{R}^2)$ we can view $D f$ as the the mapping from $\Omega \to C(\mathbb{R}^{2 \times 2})$ (i.e. each $D f(x)$ is a matrix) and we can define the symbol $D^2 f$ as the mapping from $\Omega \to C(\mathbb{R}^{2 \times 2 \times 2})$ (i.e. each $D^2 f(x)$ is the operator on $2 \times 2$ matrices). We know that $D(f g) = (D f) g + f (D g)$ as matrices and similarly we can symbolically write

$$D^2 (f g) = D((D f) g + f (D g)) = D^2 f g + D f D g + D f D g + f D^2 g$$

where on the righthand side we see the correct terms of the product. At the end we will just estimate the norm of this by the corresponding product of norms and the exact terms will not be important for us.

2.2. ACL condition

Let $\Omega \subset \mathbb{R}^2$ be an open set. It is a well-known fact (see e.g. [1], Sect. 3.11) that a mapping $u \in L^1(\Omega, \mathbb{R}^m)$ is in $W^{1,1}(\Omega, \mathbb{R}^m)$ if and only there is a representative which is an absolutely continuous function on almost all lines parallel to coordinate axes and the variation on these lines is integrable.

Analogously for any given direction $v \in \mathbb{R}^2$ we can fix $v^\perp \perp v$ and define $h_s(t) = u(s v^\perp + t v)$ for the right representative of $u$. Then for a.e. $s$ the function $h_s$ is absolutely continuous on $L_s := \{t : s v^\perp + t v \in \Omega\}$ and

$$\int_\infty^\infty \int_{L_s} |h_s'(t)| \, dt \, ds \leq \int_\Omega |D u(x)| \, dx.$$
2.3. Spaces with derivatives as measures

Let $\Omega \subset \mathbb{R}^2$ we call the $BV(\Omega)$ the class of functions $u : \Omega \to \mathbb{R}$ such that $u \in L^1(\Omega)$ there exists a pair of (signed) Radon measures $\mu_x$ and $\mu_y$

$$\int_{\Omega} u(x,y) \partial_x \varphi(x,y) \, d\mathcal{L}^2(x,y) = - \int_{\Omega} \varphi(x,y) \, d\mu_x(x,y)$$

and

$$\int_{\Omega} u(x,y) \partial_y \varphi(x,y) \, d\mathcal{L}^2(x,y) = - \int_{\Omega} \varphi(x,y) \, d\mu_y(x,y)$$

for all $\varphi \in C_c^1(\Omega)$. Then we denote $D_xu = \mu_x$ and $D_yu = \mu_y$. We define the following norm on $BV(\Omega)$

$$\|u\|_{BV} = \|u\|_1 + \sup \left\{ \int_{\Omega} u \, \text{div} \varphi \, d\mathcal{L}^2(x,y) : \varphi \in C_c^1(\Omega), \|\varphi\|_{\infty} \leq 1 \right\}.$$ 

The above is all standard and we refer the reader to [1] for references.

In this paper we refer to the space $WBV(\Omega, \mathbb{R}^2)$. We define this space as the class of mappings $u : \Omega \to \mathbb{R}^2$ such that $u \in W^{1,1}(\Omega, \mathbb{R}^2)$ and for each $j = 1, 2$ it holds that $D_xu^j, D_yu^j \in BV(\Omega)$, where $u^j$ is the $j$th coordinate function of $u$. An equivalent norm on $WBV(\Omega, \mathbb{R}^2)$ can be defined simply as

$$\|u\|_{WBV(\Omega, \mathbb{R}^2)} = \|u\|_1 + \sum_{j=1}^{2} \|D_xu^j\|_{BV} + \|D_yu^j\|_{BV}.$$ 

A minor abuse of the notation allows us to write $\int_{\Omega} |D^2u| \, d(x,y)$ for $u \in WBV(\Omega, \mathbb{R}^2)$ which we use as a shorthand for

$$\int_{\Omega} |D^2u| \, d(x,y) = \sum_{j=1}^{2} \int_{\Omega} |D_{xx}u^j| + \int_{\Omega} |D_{xy}u^j| + \int_{\Omega} |D_{yx}u^j| + \int_{\Omega} |D_{yy}u^j|$$

where by $|\mu|$ we denote the so-called total variation of the measure $\mu$.

2.4. FEM quadratic approximation on triangles

We need to define a quadratic polynomial $A$ that approximates our mapping $f$ on a triangle $T$. Without loss of generality let $T$ have vertices $v_1 = [0, 0], v_2 = [r, 0]$ and $v_3 = [0, r]$ for some $r > 0$ (other triangles we use are just a translation and rotation). We have a mapping $f : T \to \mathbb{R}^2$ and we want to define mapping

$$A(x, y) = [a_1 + a_2x + a_3y + a_4x^2 + a_5xy + a_6y^2, b_1 + b_2x + b_3y + b_4x^2 + b_5xy + b_6y^2],$$

where $a_i, b_i \in \mathbb{R}, i \in \{1, 2, 3, 4, 5, 6\}$. We choose these constants so that for $j = 1, 2, 3$

$$A(v_j) = \int_{B(v_j, \frac{r}{10})} f, \quad D_xA(v_1) = \int_{B(v_1, \frac{r}{10})} D_x f, \quad -D_yA(v_3) = \int_{B(v_3, \frac{r}{10})} -D_y f$$

and

$$(-D_x + D_y)A(v_2) = \int_{B(v_2, \frac{r}{10})} (-D_x + D_y) f,$$

where $B(v_j, r/10)$ is a ball centered at $v_j$ with radius $r/10$. This defines the polynomial $A$ on triangle $T$. The above is all standard and we refer the reader to [1] for references.
that is values of $A$ in vertices corresponds to values of $f$ (in averaged sense) and values of derivatives of $A$ in vertices along three sides correspond to derivatives of $f$. Note that these 6 equations in first coordinate (resp. second coordinates) determine the 6 coefficients $a_i$ (resp. $b_i$) uniquely. Moreover, imagine that we have two triangles $T_1$ and $T_2$ with common side and that we define $A_1$ on $T_1$ and $A_2$ on $T_2$ by procedure (2.3) described above. Then $A_1 = A_2$ on $\partial T_1 \cap \partial T_2$ since it is a quadratic polynomial of one variable on this segment (in each coordinate) and it has the same value at two vertices and the same derivative along the segment in one of the vertices (see Fig. 1).

2.5. Estimates of piecewise quadratic homeomorphisms around the vertices

Lemma 2.2. Let $Q_1, Q_2, \ldots, Q_N : \mathbb{R}^2 \to \mathbb{R}^2$ be quadratic mappings with $Q_i(0, 0) = [0, 0]$. Let $0 \leq \omega_0 < \omega_1 < \cdots < \omega_{N-1} < \omega_N = \omega_0 + 2\pi < 4\pi$ and let $\tilde{\omega}_i = [\cos \omega_i, \sin \omega_i] \in S^1$ be angles ordered anti-clockwise around $S^1$. Let $R > 0$ and $f : B(0, R) \to \mathbb{R}^2$ be the map defined by

$$ f(t \cos \theta, t \sin \theta) = Q_i(t \cos \theta, t \sin \theta) \text{ for all } 0 \leq t \leq R \text{ and all } \omega_{i-1} \leq \theta \leq \omega_i. $$

Further assume that this $f$ is a homeomorphism and $\det DQ_i \geq d > 0$ on $B(0, R)$. Let $L$ and $M$ denote positive numbers such that $|DQ_i| \leq L$ on $B(0, R)$ and $|D^2Q_i| \leq M$. Then the map

$$ h(t \cos \theta, t \sin \theta) = DQ_i(0, 0)[t \cos \theta, t \sin \theta] \quad t \in [0, \infty) \text{ and } \omega_{i-1} \leq \theta \leq \omega_i $$

(2.4)

is a piecewise linear homeomorphism (see Fig. 2). Moreover

$$ h(t \cos \theta, t \sin \theta) = t(D_{[\cos \theta, \sin \theta]}h(\cos \theta, \sin \theta)) $$

(2.5)

for all $0 < t \leq R$ and all $\theta \in \mathbb{R}$. Further it holds that

$$ \frac{d}{L} \leq |D_w h(x, y)| \leq L \text{ and } \frac{d}{L} \leq |D_w f(x, y)| \leq L \quad \text{for all } w \in S^1 $$

(2.6)

and

$$ |h(x, y) - f(x, y)| \leq \frac{M}{2} ||x, y||^2 $$

(2.7)
for all \([x, y] \in B(0, R)\). Moreover for any pair \(u \perp v \in S^1\), \(u\) clockwise from \(v\), denoting \(\tilde{v} = \frac{Dv \circ f(x, y)}{|Dv \circ f(x, y)|}\) and \(\tilde{u} \perp \tilde{v}\) is clockwise from \(\tilde{v}\), it holds that

\[
\frac{d}{L} \leq \langle Du \circ f(x, y), \tilde{u} \rangle
\]

(2.8)

for all \([x, y] \in B(0, R)\). Finally

\[
|Df(x, y) - Dh(x, y)| \leq M|B(x, y)|.
\]

(2.9)

Similarly if \(r, \ell > 0\) and \(f(x, y) = Q_1(x, y)\) on \([-r, 0] \times [0, \ell]\) and \(f(x, y) = Q_2(x, y)\) on \([0, r] \times [0, \ell]\) is a homeomorphism with \(|Df| \leq L, J_f \geq d\) and \(|D^2f| \leq M\) then

\[
\frac{d}{L} \leq |Dw \circ f(x, y)| \leq L \quad \text{for all } w \in S^1.
\]

(2.10)

Further, for any pair \(u \perp v \in S^1\), \(u\) clockwise from \(v\), denoting \(\tilde{v} = \frac{Dv \circ f(x, y)}{|Dv \circ f(x, y)|}\) and \(\tilde{u} \perp \tilde{v}\) is clockwise from \(\tilde{v}\), we have

\[
\frac{d}{L} \leq \langle Du \circ f(x, y), \tilde{u} \rangle
\]

(2.11)

for all \([x, y] \in [-r, r] \times [0, \ell]\).

**Proof.** First we prove that the map \(h\) defined by (2.4) is a piecewise linear homeomorphism. Denote \(\tilde{\theta} = [\cos \theta, \sin \theta]\) and note that on each \(\tilde{\omega}_i \leq \theta \leq \tilde{\omega}_{i+1}\) we have \(Dh(t\tilde{\theta}) = DQ_i(0, 0)\). Since \(\det DQ_i(0, 0) \geq d > 0\) for all \(1 \leq i \leq N\) we know that \(h\) is a homeomorphism on each \(\tilde{\omega}_i \leq \theta \leq \tilde{\omega}_{i+1}\). Further \(f\) is continuous on \(\tilde{\omega}_i \times [0, \rho_0]\) and hence \(\partial \circ Q_i(0, 0) = \partial \circ Q_{i+1}(0, 0)\) which implies that \(h\) is continuous. By the piecewise linearity of \(h\), the continuity of \(h\) and \(J_h > 0\) a.e. it is not difficult to deduce that \(h\) is a homeomorphism (see Fig. 2).

The equality (2.5) is obvious from the piece-wise linearity of \(h\). Since \(|Df| \leq L\) and \(J_f \geq d\) we obtain for any pair \(u, v \in S^1\) with \(u \perp v\) that

\[
d \leq J_f(x, y) \leq |Du \circ f(x, y)| \cdot |Dv \circ f(x, y)| \leq L|Dv \circ f(x, y)|,
\]
which shows (2.6) for \( f \). Analogously \( J_h \geq d \) a.e. (as \( \det DQ_1(0,0) \geq d \) for all \( i \)) and \( |D_w h| \leq L \) for any \( w \in S^1 \) imply (2.6) for \( h \).

For all \( \omega_i \leq \theta \leq \omega_{i+1} \) we have \( DQ_1(0,0) = \lim_{s \to 0} Df(s \cos \theta, s \sin \theta) \). For any \( \omega_i \leq \theta \leq \omega_{i+1} \), calling \( \tilde{\theta} = [\cos \theta, \sin \theta] \) we have using \( D\tilde{\theta} Q_1(0,0) = D\tilde{\theta} h(s\tilde{\theta}) \)

\[
\begin{align*}
  f(t\tilde{\theta}) - h(t\tilde{\theta}) &= \int_0^t D\tilde{\theta} f(s\tilde{\theta}) - \int_0^t D\tilde{\theta} Q_1(0,0) \, ds \\
  &= \int_0^t \int_0^s D\tilde{\theta} f(z\tilde{\theta}) \, dz \, ds
\end{align*}
\]  

(2.12)

but since \( |D\tilde{\theta} f| \leq M \) we have

\[
|f(t\tilde{\theta}) - h(t\tilde{\theta})| \leq \frac{M}{2} t^2
\]

which is (2.7).

Since \( \tilde{v} = \frac{D_u f(x,y)}{|D_u f(x,y)|} \) and \( \tilde{v} \perp \tilde{v} \) we obtain \( \langle D_v f, \tilde{v} \rangle = 0 \). Thus we can use (2.2) to obtain

\[
d \leq J_f(x,y) = \langle D_u f(x,y), \tilde{u} \rangle \langle D_v f(x,y), \tilde{v} \rangle
\]

and using (2.6) we get (2.8). The equation (2.9) follows from the fact that \( |D^2 f| \leq M \) and \( Dh(\tilde{\theta}) = DQ_1(0,0) \) for \( \omega_i < \theta < \omega_{i+1} \). The proof of (2.10) and (2.11) is analogous to that of (2.6) and (2.8).

\[\square\]

**Lemma 2.3.** Let \( f \in W^{1,\infty}(B(0,R),\mathbb{R}^2) \) and \( f \) is \( C^1 \) smooth except on a finite number of rays \( \tilde{\omega}_1 \mathbb{R}^+, \tilde{\omega}_2 \mathbb{R}^+, \ldots, \tilde{\omega}_N \mathbb{R}^+, \tilde{\omega}_i \subset S^1, f(0,0) = 0 \) and \( |f(x,y)| > 0 \) for \( [x,y] \neq [0,0] \). Let \( \mathcal{R} : B(0,R) \to [0,\infty) \) and \( \varphi : B(0,R) \to S^1 \) be a pair of functions such that for all \( [x,y] \in B(0,R) \) we have

\[
f(x,y) = \mathcal{R}(x,y) \varphi(x,y).
\]

Then for any \( t \in (0,R) \) and any \( \theta \in [0,2\pi) \) (calling \( \tilde{\theta} = [\cos \theta, \sin \theta], \tilde{\theta}^\perp = [-\sin \theta, \cos \theta] \) and calling \( \varphi^\perp(t\tilde{\theta}) \in S^1 \) the vector anti-clockwise perpendicular to \( \varphi(t\tilde{\theta}) \)) it holds that

\[
\left\langle \frac{\partial}{\partial \theta} \varphi(t \cos \theta, t \sin \theta), \varphi^\perp(t\tilde{\theta}) \right\rangle = \frac{t}{\mathcal{R}(t\theta)} \langle D_{\tilde{\theta}^\perp} f(t\tilde{\theta}), \varphi^\perp(t\tilde{\theta}) \rangle.
\]

**Proof.** Without loss of generality we may assume that \( \tilde{\theta} = e_1 = \varphi(t,0) \) and \( \tilde{\theta}^\perp = e_2 = \varphi^\perp(t,0) \) (just consider suitable rotations). Since \( \varphi = \frac{f}{|f|} \), \( f \) is Lipschitz and \( |f(x,y)| > 0 \) for \( ||[x,y]| | > 0 \) we obtain that \( \varphi \) is locally Lipschitz outside of 0. This and the fact that

\[
||[t \cos \theta, t \sin \theta] - [t, t \tan \theta]|| \leq \theta^2 \text{ for small } \theta
\]
implies
\[
\left[ \frac{\partial}{\partial \theta} \varphi(t \cos \theta, t \sin \theta) \right]_{\theta=0} = \lim_{\theta \to 0} \frac{\varphi(t \cos \theta, t \sin \theta) - \varphi(t, 0)}{\theta} \\
= \lim_{\theta \to 0} \frac{\varphi(t \cos \theta, t \sin \theta) - \varphi(t, t \tan \theta)}{\theta} \\
+ \lim_{\theta \to 0} \frac{t \tan \theta \varphi(t, t \tan \theta) - \varphi(t, 0)}{t \tan \theta} \\
= tD_{\varphi^0}(t, 0)
\]
(2.13)
because \( \frac{t \tan \theta}{\theta} \to t \). Now
\[
D_{\varphi^0}(t, 0) = D_y f(t, 0) = D_y R(t, 0) \varphi(t, 0) + R(t, 0) D_y \varphi(t, 0)
\]
and hence
\[
\langle D_{\varphi^0}(t, 0), \varphi^0(t, 0) \rangle = \langle R(t, 0) D_{\varphi^0}(t, 0), \varphi^0(t, 0) \rangle
\]
and our conclusion follows using (2.13).

3. APPROXIMATION OF PIECEWISE QUADRATIC HOMEOMORPHISMS AROUND THE EDGES

Recall that \( \eta \) denotes the function from the Preliminaries, Notation 2.1.

**Lemma 3.1** (Approximation along the edge). Let \( Q_1, Q_2 : \mathbb{R}^2 \to \mathbb{R}^2 \) be a pair of quadratic mappings coinciding on the line \( \{ x = 0 \} \) and let \( \rho_0, \ell > 0 \) be such that the map \( f = Q_1 \) on \( [-\rho_0, 0] \times [0, \ell] \) and \( f = Q_2 \) on \( [0, \rho_0] \times [0, \ell] \) is a homeomorphism with
\[
d = \min \{ \det DQ_1(x, y), \det DQ_2(x, y) ; [x, y] \in [-\rho_0, \rho_0] \times [0, \ell] \} > 0.
\]
Let \( L \) and \( M \) denote positive numbers such that \( |DQ_1| \leq L \) and \( |D^2Q_1| \leq M \) on \( [-\rho_0, \rho_0] \times [0, \ell] \) for \( j = 1, 2 \). Fix \( N \in \mathbb{N}, N \geq 4 \) such that
\[
\rho = \frac{\ell}{2N} < \min \left\{ \rho_0, \frac{d}{1000(M+1)(L+1)}, \frac{1}{320} \frac{d^2}{ML^3} \right\}
\]
(3.1)
Then there exists an \( r_0 \) (depending on the geometry of \( f(\{ 0 \} \times [0, \ell]) \)) such that for every \( 0 < r < \min \{ r_0, \frac{\rho^2}{2(L+1)}, \frac{\rho}{2}, \frac{2M\rho^2}{L} \} \) there exists a diffeomorphism \( g : [-\rho_0, \rho_0] \times [0, \ell] \) satisfying
\[
g(x, y) = f(x, y) \text{ for all } |x| > r \text{ and } y \in [0, \ell]
\]
and
\[
\int_{[r, r] \times [0, \ell]} |D^2g| \leq C \int_0^\ell |D_{xx}f(0, y)| + CM\ell r
\]
(3.2)
where by \( |D_{xx}f(0, y)| = |D_xQ_2(0, y) - D_xQ_1(0, y)| \) we denote the size of the Dirac measure of \( D_{xx}f \) at \([0, y]. \)
Further, call \( \overline{u}(x, y) \in S^1 \) the vector clockwise perpendicular to \( \frac{D_yg(0, y)}{|D_yg(0, y)|} \) for all \( x, y \in [-r, r] \times [0, \ell] \), then we
have

\[ \langle D_z g(x, y), \tilde{u}(x, y) \rangle \geq \frac{9d}{10E}. \]  

(3.3)

**Proof.**

**Step 1. Initial setup and definition of \( \tilde{f}_r. \)**

We have \( \rho \) which satisfies (3.1) and \( \frac{1}{\partial \rho} = N \in \mathbb{N}. \) We divide \([-r, r] \times [0, \ell] \) into \( N \) rectangles \([-r, r] \times [(2i - 2)\rho, 2i\rho] \) for \( i = 1, \ldots, N. \) We denote

\[ \tilde{v}_i = \frac{\partial_y Q_1(0, (2i - 1)\rho)}{|\partial_y Q_1(0, (2i - 1)\rho)|} \text{ for } i = 1, 2, \ldots, N \text{ and we fix } \tilde{u}_i \in S^1, \tilde{u}_i \perp \tilde{v}_i \]  

(3.4)

so that \( \{\tilde{u}_i, \tilde{v}_i\} \) is a positively oriented basis of \( \mathbb{R}^2. \) That is \( \tilde{u}_i \) is clockwise perpendicular to \( \tilde{v}_i. \) Then we define a tentative map \( \tilde{f}_r \) as an appropriate convex combination of \( Q_1 \) and \( Q_2, \) i.e.

\[ \tilde{f}_r(x, y) = \begin{cases} (1 - \eta(x))Q_1(x, y) + \eta(x)Q_2(x, y) \\ \text{if } a) \langle D_x Q_2((2i - 1)\rho), \tilde{u}_i \rangle \geq \langle D_x Q_1(0, (2i - 1)\rho), \tilde{u}_i \rangle, \\ (1 - \eta(x))Q_1(x, y) + \eta(x)Q_2(x, y) \\ \text{if } b) \langle D_x Q_1(0, (2i - 1)\rho), \tilde{u}_i \rangle > \langle D_x Q_2(0, (2i - 1)\rho), \tilde{u}_i \rangle. \end{cases} \]  

(3.5)

for every \([x, y] \in [-r, r] \times [(2i - 2)\rho, 2i\rho]. \) Note that \( \tilde{f}_r = Q_1 \) for \( x < -r \) and \( \tilde{f}_r = Q_2 \) for \( x > r. \)

**Step 2. Define \( g. \)**

The above definition of \( \tilde{f}_r \) is fine if all rectangles \([-r, r] \times [(2i - 2)\rho, 2i\rho] \) are of type a) or if all of them are of type b). Otherwise we have to continuously connect rectangles of type a) to rectangles of type b).

Suppose that we have a pair of neighboring rectangles \((-r, r) \times ((2i - 2)\rho, 2i\rho) \) of type a) and \((-r, r) \times (2i\rho, (2i + 2)\rho) \) of type b) then we define \( g \) as follows

\[ g(x, y) = [1 - \eta(\frac{x}{\rho} - \eta(yp^{-1} - 2i))] Q_1(x, y) + \eta(\frac{x}{\rho} + \eta(yp^{-1} - 2i)) Q_2(x, y) \]  

(3.6)

for all \([x, y] \in (-\rho_0, \rho_0) \times [2i\rho, (2i + 1)\rho]. \) Note that for \( y_1 = 2i\rho \) and \( y_2 = (2i + 1)\rho \) we have

\[ \eta(\frac{x}{\rho} + \eta(y_1\rho^{-1} - 2i)) = \eta(\frac{x}{\rho}) \text{ and } \eta(\frac{x}{\rho} + \eta(y_2\rho^{-1} - 2i)) = \eta(\frac{x}{\rho} + \frac{2\pi}{\rho}) \]

and so it agrees with (3.5) there.

Similarly when we have a pair of adjacent rectangles \((-r, r) \times ((2i - 2)\rho, 2i\rho) \) of type b) and \((-r, r) \times (2i\rho, (2i + 2)\rho) \) of type a) then we define \( g \) as follows

\[ g(x, y) = [1 - \eta(\frac{x}{\rho} + \eta(yp^{-1} - 2i))] Q_1(x, y) + \eta(\frac{x}{\rho} + \eta(yp^{-1} - 2i)) Q_2(x, y) \]  

(3.7)

on \((-\rho_0, \rho_0) \times [2i\rho, (2i + 1)\rho]. \) On the rest of \([-\rho_0, \rho_0] \times [0, \ell]\) we let \( g(x, y) = \tilde{f}_r(x, y). \) Immediately we see from the smoothness of \( Q_1, Q_2 \) and \( \eta \) that \( g \) is smooth on \((-\rho_0, \rho_0) \times (0, \ell). \)

**Step 3. Lower bound for \( J_g. \)**

We firstly show that \( J_g > 0 \) which shows that \( g \) is locally a homeomorphism. In the next step we show that \( g \) is injective on \( \partial([-\rho_0, \rho_0] \times [0, \ell]). \) Together these two facts imply that the smooth mapping \( g \) is in fact a diffeomorphism (see e.g. [22]).

The following calculations are for rectangles where a)-type transfers into b)-type and \( g \) is given by (3.6). The calculations are analogous for (3.7) and are even simpler on rectangles where \( g \equiv \tilde{f}_r. \) Since \( Q_1, Q_2 \) and \( \eta \) are
smooth we immediately get that  \( \tilde{f}_r \) is smooth on each rectangle \((-\rho_0, \rho_0) \times ((2i - 2)\rho, 2i\rho)\). Further

\[
D_x \tilde{f}_r(x, y) = (1 - \eta(\frac{x}{L}))D_x Q_1(x, y) + \eta(\frac{x}{L})D_x Q_2(x, y) + \frac{1}{\rho} \eta'(\frac{x}{L})(Q_2(x, y) - Q_1(x, y)) \tag{3.8}
\]
and

\[
D_y \tilde{f}_r(x, y) = (1 - \eta(\frac{y}{L}))D_y Q_1(x, y) + \eta(\frac{y}{L})D_y Q_2(x, y).
\]

If \((-r, r) \times ((2i - 2)\rho, 2i\rho)\) is an a-type rectangle and \((-r, r) \times (2i\rho, (2i + 2)\rho)\) is a b-type rectangle then on \((-\rho_0, \rho_0) \times (2i\rho, (2i + 1)\rho)\) we calculate

\[
D_x g(x, y) = [1 - \eta(\frac{x}{L} + \eta(y\rho^{-1} - 2i))]D_x Q_1(x, y) + \eta(\frac{x}{L} + \eta(y\rho^{-1} - 2i))D_x Q_2(x, y) + \frac{1}{\rho} \eta'(\frac{x}{L} + \eta(y\rho^{-1} - 2i))(Q_2(x, y) - Q_1(x, y)). \tag{3.9}
\]
Moreover we calculate

\[
D_y g(x, y) = [1 - \eta(\frac{x}{L} + \eta(y\rho^{-1} - 2i))]D_y Q_1(x, y) + \eta(\frac{x}{L} + \eta(y\rho^{-1} - 2i))D_y Q_2(x, y) + \frac{1}{\rho} \eta'(\frac{x}{L} + \eta(y\rho^{-1} - 2i))\eta'(y\rho^{-1} - 2i)(Q_2(x, y) - Q_1(x, y)). \tag{3.10}
\]

Because \(Q_1(0, y) = Q_2(0, y)\) for \(y \in [0, \ell]\) we have

\[
|Q_2(x, y) - Q_1(x, y)| \leq \int_0^x |D_x Q_1(s, y)| + |D_x Q_2(s, y)| \, ds \leq 2Lr.
\]

Utilizing this fact, (3.8), (3.9), (3.10), \(0 \leq \eta \leq 1\), \(|\eta'| \leq 2\) and \(r < \frac{d}{250}\) we get that

\[
|Dg| \leq 8L. \tag{3.11}
\]
on each \((-r, r) \times ((2i - 2)\rho, 2i\rho)\). Since \(g\) is a convex combination of \(Q_1\) and \(Q_2\), \(f\) is equal either to \(Q_1\) or \(Q_2\) and \(Q_1 = Q_2\) on \(0 \times [0, \ell]\) we get

\[
\|g - f\|_{\infty} \leq \|Q_1(x, y) - Q_1(0, y)\|_{\infty} + \|Q_2(x, y) - Q_2(0, y)\|_{\infty} \leq 2Lr. \tag{3.12}
\]

Using \(Q_1(0, y) = Q_2(0, y)\) we also have

\[
\langle Q_2(x, y) - Q_1(x, y), \bar{u}_i \rangle = \int_0^x \langle D_x Q_2(s, y), \bar{u}_i \rangle - \langle D_x Q_1(s, y), \bar{u}_i \rangle \, ds.
\]

Use \(|D^2 Q_j| \leq M\) for \(j = 1, 2\) and \(r \leq \frac{d}{250}\) to get

\[
|DQ_j(s, y) - DQ_j(0, (2i - 1)\rho)| \leq 2M\rho \text{ for } s \in [-r, r] \text{ and } y \in [(2i - 2)\rho, 2i\rho] \tag{3.13}
\]

and hence with the help of \(\rho \leq \frac{d}{1000M\rho L}\)

\[
\langle Q_2(x, y) - Q_1(x, y), \bar{u}_i \rangle \geq -4M\rho x \geq -\frac{dr}{250L}.
\]

From (2.11) at the point \([0, (2i - 1)\rho]\) for \(v = [0, 1]\) and \(u = [1, 0]\) we obtain

\[
\langle D_x Q_1(0, (2i - 1)\rho), \bar{u}_i \rangle \geq \frac{d}{L}
\]
and hence we can combine it with the previous inequality to obtain
\[
\frac{2}{r} \langle Q_2(x,y) - Q_1(x,y), \vec{u}_i \rangle \geq -\frac{1}{125} \langle D_x Q_1(0, (2i-1)\rho), \vec{u}_i \rangle. \tag{3.14}
\]

Using (3.8), \( \langle D_x Q_2(0, (2i-1)\rho), \vec{u}_i \rangle \geq \langle D_x Q_1(0, (2i-1)\rho), \vec{u}_i \rangle \) (which holds for \( a \)-type rectangles) and (3.13) we obtain (for \([x, y]\) where \( g = f_r \))
\[
\langle D_x g(x,y), \vec{u}_i \rangle = \langle (1 - \eta(\xi))D_x Q_1(x,y) + \eta(\xi)D_x Q_2(x,y) + \frac{1}{r} \eta'(\xi)(Q_2(x,y) - Q_1(x,y)), \vec{u}_i \rangle
\geq \langle (1 - \eta(\xi))D_x Q_1(0, (2i-1)\rho) + \eta(\xi)D_x Q_2(0, (2i-1)\rho), \vec{u}_i \rangle
- |D_x Q_1(0, (2i-1)\rho) - D_x Q_1(x,y)|
- |D_x Q_2(0, (2i-1)\rho) - D_x Q_2(x,y)|
+ \frac{1}{r} \eta'(\xi)Q_2(x,y) - Q_1(x,y), \vec{u}_i \rangle \tag{3.15}
\geq \langle D_x Q_1(0, (2i-1)\rho), \vec{u}_i \rangle - 4M\rho + \frac{1}{r} \eta'(\xi)(Q_2(x,y) - Q_1(x,y), \vec{u}_i \rangle,
\geq \langle D_x Q_1(0, (2i-1)\rho), \vec{u}_i \rangle \left( 1 - \frac{1}{250} - \frac{1}{125} \right),
\]
where we have used (2.11) and \( \rho \leq \frac{d}{1000\rho L} \) to estimate the term \( 4M\rho \) and the term \( \frac{1}{r} \eta'(\xi)Q_2(x,y) - Q_1(x,y), \vec{u}_i \rangle \) is either positive and then we can estimate it by 0 or it is negative and then we use \(|\eta'| \leq 2 \) and (3.14). Similarly we can use (3.9) and also in this case we obtain
\[
\langle D_x g(x,y), \vec{u}_i \rangle \geq \frac{123}{125} \langle D_x Q_1(0, (2i-1)\rho), \vec{u}_i \rangle \tag{3.16}
\]
on \((-r, r) \times (0, \ell)\) which together with (2.11) implies
\[
\langle D_x g(x,y), \vec{u}_i \rangle \geq \frac{123 d}{125 L}. \quad \tag{3.17}
\]

Now \( d \leq J_{Q_1} \leq |D_x Q_1||D_y Q_1| \) implies \( |D_y Q_1| \geq \frac{d}{L} \). Recall that \( \vec{u} = \vec{u}(y) \) is the vector in \( \mathbb{S}^1 \) clockwise perpendicular to \( \frac{D_x Q_1(0,y)}{|D_x Q_1(0,y)|} \). Using (3.4), (2.1), (3.11) and (3.1) we obtain
\[
|\langle D_x g(x,y), \vec{u}_i \rangle - \langle D_x g(x,y), \vec{u} \rangle| \leq |D_x g(x,y)| \left| \vec{u}_i - \vec{u} \right| = |D_x g(x,y)| \left| \vec{v} - \vec{i} \right|
\leq 8L \frac{|D_y Q_1(0, (2i-1)\rho) - D_y Q_1(0, y)|}{|D_y Q_1(0, (2i-1)\rho)|} \tag{3.15}
\leq 8L \frac{M\rho}{L} 2 \leq \frac{1}{20} \frac{d}{L}
\]
which together with (3.17) imply (3.3) since \( g = Q_1 \) in \([0, y]\) (see (3.5) and (3.6)). In (3.9) we dealt only with the \( a \)-type to \( b \)-type transitions but the calculations easily extend also for the \( b \)-type to \( a \)-type transitions. The only difference is that we use \( \langle D_x Q_1(0, (2i-1)\rho), \vec{u}_i \rangle \geq \langle D_x Q_2(0, (2i-1)\rho), \vec{u}_i \rangle \) in (3.15) above and hence we have \( \langle D_x Q_2(0, 0), \vec{u}_i \rangle \) on the right hand side of (3.16).

By the definition of \( \vec{u}_i \) (3.4), \( \vec{u}_i \perp \vec{v} \) and \( Q_1 = Q_2 \) on \( \{0\} \times [0, \ell] \) we have \( \langle D_y Q_j(0, (2i-1)\rho), \vec{u}_i \rangle = 0 \). It follows using (3.13) that
\[
|\langle D_y Q_j(x,y), \vec{u}_i \rangle| \leq 2M\rho \text{ for } j = 1, 2.
\]
With the help of \( r < \frac{2M\rho^2}{L} \) we obtain

\[
|Q_1(x, y) - Q_2(x, y)| \leq |Q_1(x, y) - Q_1(0, y)| + |Q_2(0, y) - Q_2(x, y)| \leq 2Lr \leq 4M\rho^2
\]

and hence

\[
\langle Q_2(x, y) - Q_1(x, y), \bar{u}_i \rangle \leq 4M\rho^2.
\]

Applying this in (3.10) we get that

\[
\langle D_y g(x, y), \bar{u}_i \rangle \leq 2M\rho + \frac{4}{\rho} 4M\rho^2 \leq 18M\rho. \quad (3.18)
\]

We can express the values of \( Dg \) with respect to the basis \( \{\bar{u}_i, \bar{v}_i\} \) as

\[
Dg(x, y) = \left( \begin{array}{cc}
\langle D_x g(x, y), \bar{u}_i \rangle, & \langle D_x g(x, y), \bar{v}_i \rangle \\
\langle D_y g(x, y), \bar{u}_i \rangle, & \langle D_y g(x, y), \bar{v}_i \rangle
\end{array} \right) = \left( \begin{array}{cc}
a_1, & a_2 \\
b_1, & b_2
\end{array} \right).
\]

Therefore, applying (3.16), (3.11), (3.18), \( \rho < \frac{d}{1000LM} \), definition of \( \bar{v}_i \) (3.4), (3.13) and (2.10) (i.e. \( D_y Q_1(0, (2i-1)\rho), \bar{v}_i \geq \frac{d}{L} \)) we conclude that

\[
a_1 > \frac{123}{125} \langle D_x Q_1(0, (2i-1)\rho), \bar{u}_i \rangle \\
|a_2| \leq 8L \\
|b_1| \leq 18M\rho \leq \frac{d}{50L} \\
b_2 \geq |D_y Q_1(0, (2i-1)\rho)| - 2M\rho \geq \frac{499}{500} |D_y Q_1(0, (2i-1)\rho)|
\]

on the entire rectangle \((-r, r) \times ((2i-2)\rho, 2i\rho)\). From the definition of \( \bar{v}_i \) and \( \bar{u}_i \perp \bar{v}_i \) we know that \( \langle D_y Q_1(0, (2i-1)\rho), \bar{u}_i \rangle = 0 \) and hence using (2.2)

\[
\langle D_x Q_1(0, (2i-1)\rho), \bar{u}_i \rangle |D_y Q_1(0, (2i-1)\rho)| \geq \det DQ_1(0, (2i-1)\rho) \geq d.
\]

Therefore simple computation gives

\[
J_g(x, y) \geq \frac{61377}{62500} d - \frac{8d}{50} \geq \frac{4d}{5} \quad (3.20)
\]

on \((-r, r) \times ((2i-2)\rho, 2i\rho)\).

**Step 4. The injectivity of \( g \).**

By a combination of (3.16) for \( i = 0 \) and \( i = N \) and the fact that \( f \) is a homeomorphism we get that \( g \) is injective on both segments \([-\rho_0, \rho_0] \times \{0\}\) and \([-\rho_0, \rho_0] \times \{\ell\}\). Because \( f \) is a homeomorphism we have that

\[
\text{dist} \left( f([-r, r] \times \{0\}), f(\partial([-\rho_0, \rho_0] \times [0, \ell]) \setminus ([-\rho_0, \rho_0] \times \{0\})) \right) > 0
\]

and similarly

\[
\text{dist} \left( f([-r, r] \times \{\ell\}), f(\partial([-\rho_0, \rho_0] \times [0, \ell]) \setminus ([-\rho_0, \rho_0] \times \{\ell\})) \right) > 0.
\]
Therefore, by (3.12) and \( f(x, y) = g(x, y) \) for \( |x| \geq r \) there exists an \( r_0 > 0 \) (this is the \( r_0 \) of our claim) such that for all \( 0 < r < r_0 \) the mapping \( g \) constructed from \( \tilde{f}_r \) satisfies

\[
g([-\rho_0, \rho_0] \times \{0\}) \cap g(\partial([-\rho_0, \rho_0] \times [0, \ell]) \setminus \{\rho \cdot [-\rho_0, \rho_0] \times \{0\}\}) = \emptyset
\]

and

\[
g([-\rho_0, \rho_0] \times \{\ell\}) \cap g(\partial([-\rho_0, \rho_0] \times [0, \ell]) \setminus \{\rho \cdot [-\rho_0, \rho_0] \times \{\ell\}\}) = \emptyset
\]

for all \( r \leq r_0 \). But together that means that \( g \) is injective on \( \partial([-\rho_0, \rho_0] \times [0, \ell]) \). Since (3.20) implies local injectivity this is enough to conclude that \( g \) is injective everywhere in \([-\rho_0, \rho_0] \times [0, \ell]\) and thus a diffeomorphism (see e.g. [22]).

**Step 5. Estimates of \( |D^2g| \).**

We calculate the estimates of \( D^2g \) in detail only for the a) to b) type transition given by (3.6). It is not difficult to check that the computation for b) to a) type transition given by (3.7) are essentially the same and the estimates for the set where \{\( \tilde{f}_r = g \)\} given by (3.5) are even simpler.

We have the following elementary estimates (recall that \( |D_{xx}f(0, y)| = |D_x Q_2(0, y) - D_x Q_1(0, y)| \))

\[
|D_x Q_2(x, y) - D_x Q_1(x, y)| \leq |D_{xx}f(0, y)| + 2M|x| \leq |D_{xx}f(0, y)| + 2Mr, \tag{3.21}
\]

further, since \( D_y Q_2(0, y) = D_y Q_1(0, y) \), we have

\[
|D_y Q_2(x, y) - D_y Q_1(x, y)| \leq 2Mr \tag{3.22}
\]

and

\[
|Q_2(x, y) - Q_1(x, y)| \leq |D_{xx}f(0, y)| \cdot |x| + \sum_{j=1}^{2} |Q_j(x, y) - Q_j(0, y) - xD_x Q_j(0, y)|
\]

\[
\leq |D_{xx}f(0, y)|r + \sum_{j=1}^{2} \left| \int_0^x (D_x Q_j(s, y) - D_x Q_j(0, y)) \, ds \right|
\]

\[
\leq |D_{xx}f(0, y)|r + Mr^2. \tag{3.23}
\]

The second derivatives of (3.6) are calculated by

\[
D_{xx}g(x, y) = (1 - \eta(\frac{x}{r} + \eta(yp^{-1} - 2i)))D_{xx}Q_1 + \eta(\frac{x}{r} + \eta(yp^{-1} - 2i))D_{xx}Q_2
\]

\[
+ \frac{1}{r^2} \eta''(\frac{x}{r} + \eta(yp^{-1} - 2i))(Q_2(x, y) - Q_1(x, y))
\]

\[
+ \frac{1}{r} \eta'(\frac{x}{r} + \eta(yp^{-1} - 2i))(D_x Q_2(x, y) - D_x Q_1(x, y)).
\]

Using \( |D^2 Q_j(x, y)| \leq M, |\eta'| \leq 2, |\eta''| \leq 4, (3.21) \) and (3.23) we get

\[
|D_{xx}g(x, y)| \leq \frac{C}{r} |D_{xx}f(0, y)| + CM.
\]
Further

\[ D_{xy}g(x, y) = \left(1 - \eta(x + \eta(y) - 2i)\right)D_{xy}Q_1(x, y) + \eta(x + \eta(y) - 2i)D_{xy}Q_2(x, y) \]
\[ + \frac{1}{r}\eta'(x + \eta(y) - 2i) (D_yQ_2(x, y) - D_yQ_1(x, y)) \]
\[ + \frac{1}{r}\eta'(x + \eta(y) - 2i) (D_xQ_2(x, y) - D_xQ_1(x, y)) \]
\[ + \frac{1}{r}\eta''(x + \eta(y) - 2i) \eta'(y - 2i)(D_yQ_2(x, y) - Q_2(x, y) - Q_1(x, y)) \]

and using \(|D^2Q_1(x, y)| \leq M, |\eta'| \leq 2, |\eta''| \leq 4, (3.21), (3.22) and (3.23) we get

\[ |D_{xy}g(x, y)| \leq CM + \frac{Cr}{\rho} |D_{xx}f(0, y)| + \frac{CMr}{\rho} \]

and the estimate holds for all \([x, y] \in [-r, r] \times [0, \ell]\) where (3.6) applies. Finally

\[ D_{yy}g(x, y) = \left[1 - \eta(x + \eta(y) - 2i)\right]D_{yy}Q_1(x, y) + \eta(x + \eta(y) - 2i)D_{yy}Q_2(x, y) \]
\[ + \frac{1}{\rho}\eta'(x + \eta(y) - 2i) \eta'(y - 2i)(D_yQ_2(x, y) - D_yQ_1(x, y)) \]
\[ + \frac{1}{\rho}\eta''(x + \eta(y) - 2i) \eta''(y - 2i)(D_yQ_2(x, y) - Q_1(x, y)) \]
\[ + \frac{1}{\rho}\eta''(x + \eta(y) - 2i) \eta''(y - 2i)(Q_2(x, y) - Q_1(x, y)) \]

so

\[ |D_{yy}g(x, y)| \leq M + \frac{CM\rho}{\rho} + \frac{Cr}{\rho^2} |D_{xx}f(0, y)| + \frac{CMr^2}{\rho^2}. \]

Integrating the above over \([-r, r] \times [0, \ell]\) and estimating

\[ |D^2g(x, y)| \leq |D_{xx}g(x, y)| + 2|D_{xy}g(x, y)| + |D_{yy}g(x, y)| \]

we get using \(r \leq \frac{\ell}{4} \)

\[ \int_{[-r, r] \times [0, \ell]} |D^2g(x, y)| \leq C \int_0^\ell |D_{xx}f(0, y)| \, dy \left(\frac{1}{r} + \frac{1}{\rho} + \frac{r}{\rho^2}\right) + Cr\ell \left[M + \frac{Mr}{\rho} + \frac{Mr^2}{\rho^2}\right] \]
\[ \leq C \int_0^\ell |D_{xx}f(0, y)| \, dy + CM\ell r, \]

and (3.2) follows. \(\square\)

4. APPROXIMATION OF PIECEWISE QUADRATIC HOMEOMORPHISMS AROUND THE VERTICES AND PROOF OF THEOREM 1.1

Again \(\eta\) denotes the function from the Preliminaries, Notation 2.1.

**Lemma 4.1** (Approximation near vertices). Let \(Q_1, Q_2, \ldots, Q_N : \mathbb{R}^2 \to \mathbb{R}^2\) be quadratic mappings. Let \(0 \leq \omega_0 < \omega_1 < \cdots < \omega_{N-1} < \omega_N = \omega_0 + 2\pi < 4\pi\) and let \(\Omega = [\cos \omega, \sin \omega] \in \mathbb{S}^1\) be points ordered anti-clockwise around
Figure 3. The sets $O_i$ in blue contained inside red cones around rays parallel to $\tilde{\omega}_i$. Outside $B(0, R)$ we use the same approach as Lemma 3.1. Inside $B(0, 3R/4)$ we use a linear map. In the annulus we interpolate by first squashing onto rings and then rotating.

$S^1$ and call

$$\omega^* = \min\{\frac{\pi}{8}, \omega_{i+1} - \omega_i; i = 0, \ldots, N - 1\}.$$ 

Call $\tilde{\omega}_i^+ = [-\sin \omega_i, \cos \omega_i] \in S^1$ the vector anti-clockwise perpendicular to $\tilde{\omega}_i$. Let $f : B(0, \rho_0) \to \mathbb{R}^2$ be the map defined by

$$f(t \cos \theta, t \sin \theta) = Q_i(t \cos \theta, t \sin \theta) \text{ for all } 0 \leq t \leq \rho_0 \text{ and all } \omega_{i-1} \leq \theta \leq \omega_i.$$

Further assume that this $f$ is a homeomorphism and $\det DQ_i \geq d > 0$ on $B(0, \rho_0)$. Let $L$ and $M$ denote positive numbers such that $|DQ_i| \leq L$ on $B(0, \rho_0)$ and $|D^2Q_i| \leq M$. For every $\rho_1, \rho_2, \ldots, \rho_N$ and every $R$ such that

$$0 < R < \frac{1}{2} \min\{\rho_i; i = 1, \ldots, N\} < \frac{1}{2} \min\{\rho_0, \min\{d, d^2\} / 1000(M + 1)(L + 1)^2, \frac{1}{320} \frac{d^2}{ML^3}, \frac{1}{8} \frac{L}{M + 1}\}$$

and every

$$0 < r_i \leq \min\{\frac{d^2 R}{432 L^4}, \frac{Rd}{1200 L^2}, \frac{\rho_i^2}{2(L + 1)^2}, \frac{R}{2} \tan \frac{\omega^*}{3}\} \text{ we call } r = (R, \rho_1, \ldots, \rho_N, r_1, \ldots, r_N).$$

Then for all such $r$, the rectangles (see Fig. 3)

$$O_i = \{t\tilde{\omega}_i + s\tilde{\omega}_i^+; t \in [\frac{R}{2}, \rho_i], s \in [-r_i, r_i]\}$$
are pairwise disjoint. Further call $\tilde{u}_i = \frac{D\omega_i Q_i(\rho_i \tilde{\omega}_i)}{|D\omega_i Q_i(\rho_i \tilde{\omega}_i)|}$ and call $\tilde{u}_i \in S^1$ the vector clockwise perpendicular to $\tilde{v}_i$. Define $\tilde{f}_r$ as

$$
\tilde{f}_r(x, y) = \begin{cases} 
  f(x, y) \text{ for } [x, y] \notin \bigcup_{i=1}^N O_i, \\
  [1 - \eta\left(\frac{1}{4}\langle [x, y], -\tilde{\omega}_i^\perp \rangle\right)] Q_i(x, y) + \eta\left(\frac{1}{4}\langle [x, y], -\tilde{\omega}_i^\perp \rangle\right) Q_{i+1}(x, y) & \text{for } [x, y] \in O_i \text{ if } \langle D_{-\tilde{\omega}_i} Q_{i+1}(\rho_i \tilde{\omega}_i), \tilde{u}_i \rangle \geq \langle D_{-\tilde{\omega}_i} Q_i(\rho_i \tilde{\omega}_i), \tilde{u}_i \rangle, \\
  [1 - \eta\left(\frac{1}{4}\langle [x, y], -\tilde{\omega}_i^\perp \rangle + 1\right)] Q_i(x, y) + \eta\left(\frac{1}{4}\langle [x, y], -\tilde{\omega}_i^\perp \rangle + 1\right) Q_{i+1}(x, y) & \text{for } [x, y] \in O_i \text{ if } \langle D_{-\tilde{\omega}_i} Q_{i+1}(\rho_i \tilde{\omega}_i), \tilde{u}_i \rangle < \langle D_{-\tilde{\omega}_i} Q_i(\rho_i \tilde{\omega}_i), \tilde{u}_i \rangle.
\end{cases}
$$

(4.2)

Then there exists a $C^\infty$ diffeomorphism $g_r$ defined on $B(0, 2R)$ with $g_r(x, y) = \tilde{f}_r(x, y)$ for all $R \leq |[x, y]| \leq 2R$ and

$$
\int_{B(0, R)} |D^2 g_r| \leq CR
$$

(4.3)

where the constant $C$ depends on $d$, $L$, $M$ and $N$ but is independent of $R$.

**Proof.** Without loss of generality we may assume that $f(0, 0) = [0, 0]$.

**Step 1. Proving that $O_i$ are pair-wise disjoint.**

The first claim we prove is that $O_i \cap O_j = \emptyset$ for any $1 \leq i < j \leq N$. On the one hand we have that $r_i \leq \frac{R}{2} \tan \frac{\omega_i^*}{3}$ and on the other hand we have that

$$
\min\{|[x, y]|; [x, y] \in O_i\} = \frac{1}{2} R.
$$

Therefore $O_i$ lies inside a cone whose axis goes through $\omega_i$ and the angle at the apex is $\frac{3}{2} \omega^*$. These cones are pairwise disjoint and therefore so are $O_i$ (see Fig. 3).

From $r_i \leq \frac{R}{2}$ we get $\sqrt{\frac{R^2}{4} + \frac{R^2}{4}} < \frac{3R}{4}$ and hence

$$
\left\{ \left[ \frac{R}{2} \tilde{\omega}_i + s \tilde{\omega}_i^\perp ; s \in [-r_i, r_i] \right] \right\} \subset B(0, \frac{3R}{4}).
$$

(4.4)

It follows that this inner edge of $O_i$ (where $\tilde{f}_r$ is discontinuous) is a subset of $B(0, \frac{3R}{4})$ and thus we can use Lemma 3.1 to conclude that $\tilde{f}_r$ is a diffeomorphism on $B(0, 2R) \setminus B(0, \frac{3R}{4})$ since (4.2) agrees with rotated and translated version of (3.5) there (our $r_i$ and $\rho_i$ play the role of $r$ and $\rho$ in Lem. 3.1). Note that $d$, $L$ and $M$ play the same role as in Lemma 3.1 and that (4.1) verifies (3.1). In the following computation we will use some estimates from Lemma 3.1.

We have shown that $\tilde{f}_r$ is smooth for $\frac{3R}{4} \leq |[x, y]| \leq 2R < \min\{r_i; i = 1, 2, \ldots, N\}$.

**Step 2. Proving** $\langle \frac{\partial}{\partial \theta'} \varphi_f(t \cos \theta, t \sin \theta), \varphi_f(t \cos \theta, t \sin \theta) \rangle \geq C > 0$.

Now we express $\tilde{f}_r$ in polar coordinates in the image, i.e. we define the pair of functions $\mathcal{R}_f : B(0, 2R) \to [0, \infty)$ as $\mathcal{R}_f(x, y) = |\tilde{f}_r(x, y)|$ and $\varphi_f : B(0, 2R) \setminus \{[0, 0]\} \to S^1 \subset \mathbb{R}^2$ as $\varphi_f(x, y) = \frac{\tilde{f}_r(x, y)}{|\tilde{f}_r(x, y)|}$. Then

$$
\tilde{f}_r(x, y) = \mathcal{R}_f(x, y) \varphi_f(x, y) \text{ on } B(0, 2R).
$$

Since $\tilde{f}_r$ is $C^\infty$ smooth on $B(0, 2R) \setminus B(0, \frac{3R}{4})$ and $|\tilde{f}_r(x, y)| = 0$ if and only if $[x, y] = [0, 0]$, we have that $\mathcal{R}_f$ and $\varphi_f$ are $C^\infty$ smooth there. Further we define

$$
\varphi_f^+(x, y) = \left[-(\varphi_f(x, y))^2, (\varphi_f(x, y))^2\right]
$$
the \( \frac{\pi}{2} \) anti-clockwise rotation of \( \varphi_f \). For brevity call \( \tilde{\theta} = [\cos \theta, \sin \theta] \) and \( \tilde{\theta}^\perp = [-\sin \theta, \cos \theta] \). Our aim is to prove that in \( B(0, R) \)

\[
\left< D_{\tilde{\theta}_\perp} \varphi_f (t \tilde{\theta}), \varphi_f^\perp (t \tilde{\theta}) \right> = \frac{\partial}{\partial \tilde{\theta}} \varphi_f (t \tilde{\theta}), \varphi_f^\perp (t \tilde{\theta}) \geq C > 0. \]

**Step 2.A. The \( [x, y] \notin O_i \) case.**

By Lemma 2.2 the map

\[
h(t \cos \theta, t \sin \theta) = DQ_i(0, 0)(t \cos \theta, t \sin \theta) \text{ for } t \in [0, \infty) \text{ and } \omega_{i-1} \leq \theta \leq \omega_i
\]

is a piecewise linear homeomorphism. From Lemma 2.3 we have

\[
\left< \frac{\partial}{\partial \tilde{\theta}} \varphi_f (t \cos \theta, t \sin \theta), \varphi_f^\perp (t \tilde{\theta}) \right> = \frac{t}{R_f(t \tilde{\theta})} \left< D_{\tilde{\theta}_\perp} f_r(t \tilde{\theta}), \varphi_f^\perp (t \tilde{\theta}) \right>.
\]

We call

\[
\varphi_h(t \tilde{\theta}) = \frac{h(t \tilde{\theta})}{|h(t \tilde{\theta})|} \text{ and } \varphi_h^\perp (x, y) = [-(\varphi_h(x, y))_2, (\varphi_h(x, y))_1]
\]

the \( \frac{\pi}{2} \) anti-clockwise rotation of \( \varphi_h \). For brevity we use the notation \( [x, y] = t \tilde{\theta} \), where \( t = ||x, y|| \) and \( \tilde{\theta} = \frac{[x, y]}{||x, y||} \).

By linearity \( \varphi_h \) depends only on \( \theta \) and not \( t \) and hence \( D_{\tilde{\theta}}(\varphi_h(x, y)) = 0 \) which implies

\[
D_{\tilde{\theta}} h(x, y) = D_{\tilde{\theta}}(|h(x, y)|) \varphi_h(x, y) + |h(x, y)| D_{\tilde{\theta}}(\varphi_h(x, y)) = D_{\tilde{\theta}}(|h(x, y)|) \varphi_h(x, y).
\]

It follows that

\[
0 < \left< D_{\tilde{\theta}} h(x, y), \varphi_h(x, y) \right> \leq L \quad \text{and} \quad \left< D_{\tilde{\theta}} h(x, y), \varphi_h^\perp (x, y) \right> = 0.
\]

Using (2.2) we obtain

\[
d \leq J_h(x, y) = \left< D_{\tilde{\theta}} h(x, y), \varphi_h(x, y) \right> \varphi_h(x, y) \leq L \quad \text{and} \quad \frac{d}{L} \leq \left< D_{\tilde{\theta}_\perp} h(x, y), \varphi_h^\perp (x, y) \right> \leq L.
\]

and together with \( |D_w h(x, y)| \leq L \) for all \( [x, y] \in B(0, R) \) and all \( w \in S^1 \) this implies

\[
\frac{d}{L} \leq \left< D_{\tilde{\theta}} h(x, y), \varphi_h(x, y) \right> \leq L \quad \text{and} \quad \frac{d}{L} \leq \left< D_{\tilde{\theta}_\perp} h(x, y), \varphi_h^\perp (x, y) \right> \leq L.
\]

Therefore \( \frac{d}{L} ||x, y|| \leq |h(x, y)| \leq L ||x, y|| \). We use this estimate together with (2.7) and the fact that \( ||x, y|| < R \leq \frac{1}{8} \min \{ \frac{L}{16}, \frac{d}{16L} \} \) to get that

\[
\frac{15d}{L} ||x, y|| \leq |f(x, y)| \leq \frac{17L}{16} ||x, y||, \quad \text{i.e.} \quad \frac{16}{17L} \leq \frac{||x, y||}{R_f(x, y)} \leq \frac{16L}{15d}.
\]
Further for all \(|x, y| = t \leq R \leq \frac{\min\{d, d^2\}}{1000(M+1)(L+1)^2}\) we have using (2.1) and (2.7)

\[
|\varphi_h(t\tilde{\theta}) - \varphi_f(t\tilde{\theta})| = \left| \frac{h(t\tilde{\theta}) - f(t\tilde{\theta})}{h(t\tilde{\theta})} \right| \leq \frac{|f(t\tilde{\theta}) - h(t\tilde{\theta})|}{|h(t\tilde{\theta})|} \leq \frac{1}{2} \frac{Mt^2}{t} < \frac{1}{1000} \min\{1, \frac{d}{L^2}\}.
\]

(4.8)

Therefore, using (4.6), we get

\[
\frac{99d}{100L} \leq \langle D_{\tilde{\theta}l} h(x, y), \varphi_f^\perp(x, y) \rangle \leq \frac{101}{100} L.
\]

In this case we estimate for all \(|x, y| = t \leq R \leq \frac{d^2}{1000(M+1)(L+1)^2}\) using (4.5), (4.7) and (2.9) to get

\[
\langle \frac{\partial}{\partial \theta} \varphi_f(t\cos \theta, t \sin \theta), \varphi_f^\perp(t\tilde{\theta}) \rangle = \frac{t}{R_{\tilde{\theta}}(t\tilde{\theta})} \langle D_{\tilde{\theta}l} \tilde{f}_r(t\tilde{\theta}), \varphi_f^\perp(t\tilde{\theta}) \rangle
\]

\[
\geq \frac{16}{17L} \langle D_{\tilde{\theta}l} h(t\tilde{\theta}), \varphi_f^\perp(t\tilde{\theta}) \rangle - \frac{16L}{15d} \langle D_{\tilde{\theta}l} h(t\tilde{\theta}) - D_{\tilde{\theta}l} \tilde{f}_r(t\tilde{\theta}), \varphi_f^\perp(t\tilde{\theta}) \rangle
\]

\[
\geq \frac{16}{17L} \langle D_{\tilde{\theta}l} h(t\tilde{\theta}), \varphi_f^\perp(t\tilde{\theta}) \rangle - \frac{16L}{15d} Mt
\]

\[
\geq \frac{16}{17L} \frac{99d}{100L} - \frac{d}{800L^2}
\]

\[
\geq \frac{9d}{10L^2}.
\]

(4.9)

**Step 2.B. The \([x, y] \in O_i\) case.**

In the case \([x, y] \in O_i\) we calculate as follows. Let \(u, v \in S^1\) satisfy \(u \perp v\) and set \(w = u \cos \alpha + v \sin \alpha\) for some \(\alpha \in [-\pi/2, \pi/2]\), then \(w \in S^1\) and \(\alpha\) is the anti-clockwise oriented angle between \(u\) and \(w\). By linearity we obtain

\[
\langle D_w \tilde{f}_r, \varphi_f^\perp \rangle = \cos \alpha \langle D_u \tilde{f}_r, \varphi_f^\perp \rangle + \sin \alpha \langle D_v \tilde{f}_r, \varphi_f^\perp \rangle
\]

\[
= \cos \alpha \langle D_u \tilde{f}_r, \tilde{u}_i \rangle \langle \varphi_f^\perp, \tilde{u}_i \rangle + \cos \alpha \langle D_v \tilde{f}_r, \tilde{u}_i \rangle \langle \varphi_f^\perp, \tilde{u}_i \rangle + \sin \alpha \langle D_v \tilde{f}_r, \varphi_f^\perp \rangle.
\]

(4.10)

Given that \([x, y] \in O_i \cap B(0, 2R)\), then we can uniquely express

\[
[x, y] = a\tilde{w}_i + b\tilde{w}_i^\perp\text{ for } a \in [\frac{1}{2} R, 2R] \text{ and } b \in [-r_i, r_i].
\]

Further there exists a unique \(\theta \in [0, 2\pi]\) and using our standard notation that \(\tilde{\theta} = [\cos \theta, \sin \theta]\) and \(\tilde{\theta}^\perp = [-\sin \theta, \cos \theta]\) we have \([x, y] = \sqrt{a^2 + b^2}\tilde{\theta}\). We plan to use (4.10), with \(w = -\tilde{\theta}^\perp\), \(u = -\tilde{w}_i^\perp\) and \(v = \tilde{w}_i\). The situation is depicted in Figure 4. The angle between \(u\) and \(w\) is the same as the angle between \(v\) and \(\tilde{\theta}\) and using \(r_i \leq \frac{d^2}{432L^2}\) and \(d \leq L^2\) we calculate that (see Fig. 4)

\[
|\sin \alpha| \leq |\tan \alpha| \leq \frac{r_i}{\frac{\pi}{2}} \leq \frac{d^2}{216L^4} \leq \frac{d}{216L^2} \leq \frac{1}{216} \text{ implying } \cos \alpha \geq \frac{9}{10}.
\]

(4.11)
Using also (3.11) ($|D\tilde{f}_r| \leq 8L$) in (4.10) we get

$$\langle D\tilde{\omega} \perp \tilde{f}_r(t\tilde{\theta}), \vec{u}_i \rangle \geq \frac{9}{10} \langle D\omega \perp \tilde{f}_r(t\tilde{\theta}), \vec{u}_i \rangle \langle \varphi^+ (t\tilde{\theta}), \vec{u}_i \rangle - \frac{d}{216L^2} |\langle \varphi^+(t\tilde{\theta}), \vec{v}_i \rangle|$$

By (3.3) we have that $\langle D\omega \perp \tilde{f}_r(t\tilde{\theta}), \vec{u}_i \rangle \geq \frac{9d}{10L}$ (note that in order to apply (3.3) we take $-\tilde{\omega}_i^+$ as the clockwise rotation of $\tilde{\omega}_i$ because also $[1,0]$ is the clockwise rotation of $[0,1]$). Note that $\varphi^+$ is anti-clockwise perpendicular to $\varphi_f$ but $\vec{u}_i$ is clockwise perpendicular to $\vec{v}_i$ and hence $\langle \varphi^+(t\tilde{\theta}), \vec{u}_i \rangle$ is negative. Combining the two previous facts we get that $\langle D\omega \perp \tilde{f}_r(t\tilde{\theta}), \vec{u}_i \rangle \langle \varphi^+(t\tilde{\theta}), \vec{u}_i \rangle \geq \frac{9d}{10L} |\langle \varphi^+(t\tilde{\theta}), \vec{u}_i \rangle|$. Applying this in (4.12) we get

$$\langle D\tilde{\theta} \perp \tilde{f}_r(t\tilde{\theta}), \varphi^+(t\tilde{\theta}) \rangle \geq \frac{81d}{100L} |\langle \varphi^+(t\tilde{\theta}), \vec{u}_i \rangle| - 8L\langle \varphi^+(t\tilde{\theta}), \vec{v}_i \rangle - \frac{d}{27L}.$$  

(4.13)
Combining these two facts and calling $\zeta$ the angle between $x = \varphi_f(a\tilde{\omega}_i + b\tilde{\omega}_i^\perp)$ and $y = \varphi_f(a\tilde{\omega}_i)$. Therefore, because

$$\theta \leq \frac{\rho}{1000(L+1)^2}$$

We use (3.12) \((\tilde{f}_r - f) \leq 2LR_i\) on $O_i$, (2.7), (2.6), $r_i \leq \frac{dR}{402L^2}$, $a^2 + b^2 \leq 2R^2$ and $R \leq \frac{d}{1000L^4}$ and we get

$$\left|\tilde{f}_r(a\tilde{\omega}_i + b\tilde{\omega}_i^\perp)\right| \geq |h(a\tilde{\omega}_i) - h(a\tilde{\omega}_i + b\tilde{\omega}_i^\perp) - h(a\tilde{\omega}_i)|$$

$$\geq |h(a\tilde{\omega}_i) - LR_i - 2LR_i - \frac{M}{2}(a^2 + b^2)|$$

$$\geq a|D_{\tilde{\omega}_i}h(\tilde{\omega}_i)| - \frac{dR}{16L} - \frac{dR}{16L}$$

$$\geq \frac{3d}{8L}R.$$  \hspace{1cm} (4.14)

By (3.11)

$$\left|\tilde{f}_r(a\tilde{\omega}_i + b\tilde{\omega}_i^\perp) - \tilde{f}_r(a\tilde{\omega}_i)\right| \leq 8LR_i \leq \frac{d^2}{54L^3}R.$$  \hspace{1cm} (4.15)

Combining these two facts and calling $\zeta_1$ the angle between $\varphi_f(a\tilde{\omega}_i + b\tilde{\omega}_i^\perp)$ and $\varphi_f(a\tilde{\omega}_i)$ we get (see Fig. 5 on the left)

$$|\tan \zeta_1| \leq \frac{\frac{d^2}{54L^3}R}{\frac{3d}{8L}R} \leq \frac{d}{20L^2}.$$  \hspace{1cm} (4.16)

On the other hand using $\rho < \frac{d^2}{1000(M+1)(L+1)^2}$ and $|D^2Q_i| \leq M$ we have

$$|D_{\tilde{\omega}_i}Q_i(\rho\tilde{\omega}_i) - D_{\tilde{\omega}_i}Q_i(0,0)| \leq MR \leq \frac{d^2}{1000(L+1)^2}.$$  \hspace{1cm} (4.17)

Therefore, because $\tilde{\nu}_i = \frac{D_{\tilde{\omega}_i}Q_i(\rho\tilde{\omega}_i)}{|D_{\tilde{\omega}_i}Q_i(\rho\tilde{\omega}_i)|}$ and $|D_{\tilde{\omega}_i}Q_i(t\tilde{\omega}_i)| \geq \frac{d}{2}$ (see (2.6)) we have analogously to (4.8) that

$$\left|\tilde{\nu}_i - \frac{D_{\tilde{\omega}_i}Q_i(0,0)}{|D_{\tilde{\omega}_i}Q_i(0,0)|}\right| \leq \frac{d^2}{1000(L+1)^2} \frac{L}{d} = \frac{d}{500(L+1)^3}.$$  \hspace{1cm} (4.18)
From (4.2) we obtain that \( \tilde{f}_r = f \) on the ray \( \tilde{\omega}_i \mathbb{R}^+ \) since for \( [x, y] = t \tilde{\omega}_i \) we have \( \langle [x, y], \tilde{\omega}_i^+ \rangle = 0 \). Hence \( \tilde{f}_r \) is smooth along this ray and

\[
\varphi_f(t \tilde{\omega}_i) = \frac{\tilde{f}_r(t \tilde{\omega}_i)}{|\tilde{f}_r(t \tilde{\omega}_i)|} = \frac{\int_0^t D_{\tilde{\omega}_i} \tilde{f}_r(s \tilde{\omega}_i)ds}{\int_0^t |D_{\tilde{\omega}_i} \tilde{f}_r(s \tilde{\omega}_i)|ds} = \frac{\frac{1}{t} \int_0^t D_{\tilde{\omega}_i} Q_i (s \tilde{\omega}_i)ds}{\frac{1}{t} \int_0^t |D_{\tilde{\omega}_i} Q_i (s \tilde{\omega}_i)|ds}
\]

and so using \( t \leq R \leq \frac{d^2}{1000(M+1)(L+1)} \) using (2.1)

\[
\left| \varphi_f(t \tilde{\omega}_i) - \frac{D_{\tilde{\omega}_i} Q_i(0,0)}{|D_{\tilde{\omega}_i} Q_i(0,0)|} \right| \leq \frac{1}{t} \frac{1}{t} \int_0^t |D_{\tilde{\omega}_i} Q_i(s \tilde{\omega}_i) - D_{\tilde{\omega}_i} Q_i(0,0)|ds \leq \frac{M t^2}{2} \leq \frac{d}{500(L+1)^3} \quad (4.17)
\]

Combining (4.16) and (4.17) we obtain that the angle between \( \varphi_f(a \tilde{\omega}_i) \) and \( \tilde{v}_i \) (call it \( \zeta_2 \)) satisfies (see Fig. 5 on the right)

\[
\tan \frac{\zeta_2}{2} \leq \frac{d}{500(L+1)^3}.
\]

Call \( \zeta_3 \) the angle between \( \varphi_f(a \tilde{\omega}_i + b \tilde{\omega}_i^+) \) and \( \tilde{v}_i \). From the previous inequality and (4.15) we obtain that \( |\zeta_3| \leq |\zeta_1| + |\zeta_2| \) implies

\[
|\sin(\zeta_3)| \leq |\sin \zeta_1| + |\sin \zeta_2| \leq |\sin \zeta_1| + 2|\sin \frac{\zeta_2}{2}| \leq \frac{d}{20L^2} + 2 \frac{d}{500(L+1)^3} \leq \frac{d}{15L^2}.
\]

Then also

\[
|\langle \varphi_f^+, \tilde{v}_i \rangle| = |\sin(\zeta_3)| \leq \frac{d}{15L^2}
\]

and since \( \frac{d}{L^2} \leq 1 \) also \( |\langle \varphi_f^+, \tilde{u}_i \rangle| = |\cos(\zeta_3)| \geq \frac{9}{10} \). Applying this in (4.13) we get

\[
\langle D_{\tilde{\theta}} \tilde{f}_r(x, y), \varphi_f^+(x, y) \rangle \geq \frac{d}{10 \frac{d}{L^2}} \frac{d}{15L} - \frac{d}{27L} \geq \frac{d}{10L}
\]

for all \( [x, y] \in O_i \cap B(0, R) \). Because together (4.14) and (3.11) imply that \( R_f(t) \approx t \) we conclude from the above using (4.5) that

\[
\langle \frac{\partial}{\partial \theta} \varphi_f(t \cos \theta, t \sin \theta), \varphi_f^+(t \tilde{\theta}) \rangle \geq C.
\]

**Step 3. Proving that \( \frac{\partial}{\partial t} R_f(t \tilde{\theta}) \geq C > 0 \).**

In this section we show that \( \frac{\partial}{\partial t} R_f(t \tilde{\theta}) > 0 \) for all \( \frac{3}{4} R \leq t \leq R \). For \( [x, y] = t \tilde{\theta}, \) where \( t = ||x, y|| \) and \( \tilde{\theta} = \frac{[x, y]}{||x, y||} \)
we consider firstly \( t \tilde{\theta} \notin \bigcup_{i=1}^N O_i \) using the following facts. Firstly, for all \( w \in S^1 \), we have \( h(tw) = tD_wh(w) \) and \( |D_wh| \geq \frac{d}{L} \). This means that

\[
|D_wh(w)| = \left| \frac{\partial}{\partial t} h(tw) \right| \geq \frac{d}{L} \text{ and } \langle \frac{\partial}{\partial t} h(tw), \varphi_h(tw) \rangle = \langle \frac{\partial}{\partial t} \left( tD_w h(w) \right), \frac{tD_wh(w)}{|tD_wh(w)|} \rangle = \left| \frac{\partial}{\partial t} h(tw) \right| \text{ for all } w \in S^1. \quad (4.18)
\]
Finally we obtain using (2.9) and \( t \leq R \leq \frac{d}{1000M^2} \) and \( \tilde{\theta} \notin \bigcup_{i=1}^{N} O_i \) we have using (2.7),

\[
|\tilde{f}_r(t\tilde{\theta}) - h(t\tilde{\theta})| = |f(t\tilde{\theta}) - h(t\tilde{\theta})| \leq \frac{M}{2} t^2 \leq \frac{dt}{L 2000} \leq \frac{|h(t\tilde{\theta})|}{2000}.
\]

This implies analogously to (4.8)

\[
|\varphi_h(t\tilde{\theta}) - \varphi_f(t\tilde{\theta})| \leq \frac{|f(t\tilde{\theta}) - h(t\tilde{\theta})|}{|h(t\tilde{\theta})|} 2 \leq \frac{1}{1000}.
\]

Finally we obtain using (2.9) and \( t \leq R \leq \frac{d}{1000M^2} \)

\[
|\frac{\partial}{\partial t} \tilde{f}_r(t\tilde{\theta}) - \frac{\partial}{\partial t} h(t\tilde{\theta})| \leq Mt \leq \frac{d}{1000L} \leq \frac{|\frac{\partial}{\partial t} h(t\tilde{\theta})|}{1000}.
\]

We estimate with the help of (4.18)

\[
\langle \frac{\partial}{\partial t} \tilde{f}_r(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle \geq \langle \frac{\partial}{\partial t} h(t\tilde{\theta}), \varphi_h(t\tilde{\theta}) \rangle - |\langle \frac{\partial}{\partial t} \tilde{f}_r(t\tilde{\theta}) - \frac{\partial}{\partial t} h(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle| \\
- |\langle \frac{\partial}{\partial t} h(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) - \varphi_h(t\tilde{\theta}) \rangle| \\
\geq |\frac{\partial}{\partial t} h(t\tilde{\theta})| - \frac{|\frac{\partial}{\partial t} h(t\tilde{\theta})|}{1000} - \frac{|\frac{\partial}{\partial t} h(t\tilde{\theta})|}{1000} \\
\geq \frac{499d}{500L}
\]

and using \( \tilde{f}_r(t\tilde{\theta}) = |\tilde{f}_r(t\tilde{\theta})| \varphi_f(t\tilde{\theta}) \) and \( \frac{\partial}{\partial t} \langle \varphi_f, \varphi_f \rangle = 0 \) we obtain

\[
\langle \frac{\partial}{\partial t} \tilde{f}_r(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle = \frac{\partial}{\partial t} \langle \tilde{f}_r(t\tilde{\theta}) | \varphi_f(t\tilde{\theta}) \rangle + |\tilde{f}_r(t\tilde{\theta})| \langle \frac{\partial}{\partial t} \varphi_f(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle = \frac{\partial}{\partial t} R_f(t\tilde{\theta}) \tag{4.19}
\]

and hence \( \frac{\partial}{\partial t} R_f(t\tilde{\theta}) > C \).

When \( \tilde{\theta} \in \bigcup_{i=1}^{N} O_i \) we use (4.19) and calculate similarly as in (4.10) and (4.12) (again \( \alpha \) denotes the angle between \( \tilde{\theta} \) and \( \tilde{\omega}_i \))

\[
\frac{\partial}{\partial t} R_f(t\tilde{\theta}) = \langle \frac{\partial}{\partial t} \tilde{f}_r(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle = \langle D_{\tilde{\omega}} \tilde{f}_r(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle \\
\geq \cos \alpha \langle D_{\tilde{\omega}} \tilde{f}_r(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle - |\sin \alpha \langle D_{\tilde{\omega}} \tilde{f}_r(t\tilde{\theta}), \varphi_f(t\tilde{\theta}) \rangle| \\
\geq \cos \alpha \langle D_{\tilde{\omega}} \tilde{f}_r, \frac{D_{\omega} f(\rho_i \tilde{\omega}_i)}{|D_{\omega} f(\rho_i \tilde{\omega}_i)|} \langle \varphi_f(t\tilde{\theta}), \varphi_f(t\tilde{\omega}_i) \rangle \\
- \langle D_{\tilde{\omega}} \tilde{f}_r, \left( \frac{D_{\omega} f(\rho_i \tilde{\omega}_i)}{|D_{\omega} f(\rho_i \tilde{\omega}_i)|} \right) \rangle - |\sin \alpha | \langle D_{\tilde{\omega}} \tilde{f}_r, \tilde{f}_r \rangle.
\]

In (3.19) (term corresponding to \( b_2 \)) we estimated that

\[
\langle D_{\tilde{\omega}} \tilde{f}_r, \frac{D_{\omega} f(\rho_i \tilde{\omega}_i)}{|D_{\omega} f(\rho_i \tilde{\omega}_i)|} \rangle \geq \frac{499}{500} |D_{\omega} f(\rho_i \tilde{\omega}_i)| \geq \frac{499d}{500L}
\]
and (term corresponding to \( b_1 \)) that
\[
\left| \left< D\omega_t \tilde{f}_r, \left( \frac{D\omega_t f(\rho \tilde{\omega}_t)}{|D\omega_t f(\rho \tilde{\omega}_t)|} \right) \right> \right| \leq \frac{d}{50L}.
\]

Now computing similarly as in (4.12) we obtain that \( \sin \alpha \leq \frac{d}{216L^2} \), \( \cos \alpha \geq \frac{9}{10} \) (see (4.11)) and applying the previous to the above estimate we get
\[
\frac{d}{dt} \mathcal{R}_f(t\hat{\theta}) \geq \frac{9}{10} \frac{499d}{1000L} (\varphi_f(t\hat{\theta}), \varphi_f(t\tilde{\omega}_i)) - \frac{d}{50L} \frac{d}{216L^2}.
\] (4.20)

Call \( t\hat{\theta} = a\tilde{\omega}_i + b\tilde{\omega}_i^\perp \). Then we obtain using (2.1), (3.11), (4.14) and \( r_i \leq \frac{Rd}{1200L^2} \) that
\[
|\varphi_f(t\hat{\theta}) - \varphi_f(a\tilde{\omega}_i)| \leq \frac{|\tilde{f}_r(t\hat{\theta}) - \tilde{f}_r(a\tilde{\omega}_i)|}{|\tilde{f}_r(t\hat{\theta})|} \leq \frac{8Lr_i}{\frac{5}{6}L} \leq \frac{1}{100}.
\]

Similarly using (2.1), (2.7) and (2.6) (obviously \( \varphi_h(\rho_\tilde{\omega}_i) = \varphi_h(a\tilde{\omega}_i) \)) we have
\[
|\varphi_f(\rho_\tilde{\omega}_i) - \varphi_f(a\tilde{\omega}_i)| \leq |\varphi_f(\rho_\tilde{\omega}_i) - \varphi_h(\rho_\tilde{\omega}_i)| + |\varphi_f(a\tilde{\omega}_i) - \varphi_h(a\tilde{\omega}_i)|
\leq \frac{M\rho_i^2}{2} \frac{L}{d\rho_i} + \frac{Ma^2}{2} \frac{L}{da} \frac{2}{3}
\leq \frac{2ML}{d} \rho_i \leq \frac{1}{100}.
\]

Since \( |\varphi_f(t\hat{\theta}) - \varphi_f(\rho_\tilde{\omega}_i)| < \frac{1}{50} \) we obtain \( (\varphi_f(t\hat{\theta}), \varphi_f(t\tilde{\omega}_i)) \geq \frac{1}{2} \) and so continuing the estimate (4.20)
\[
\frac{d}{dt} \mathcal{R}_f(t\hat{\theta}) \geq \frac{9}{10} \frac{499d}{1000L} \frac{1}{2} - \frac{d}{50L} - \frac{d}{27L} \geq C > 0.
\]

**Step 4. Proving that \( g_\tau \) is a diffeomorphism.**

Call \( \lambda = \frac{d}{12} \). We need to redefine our mapping close to the origin so it is smooth there. We define it as a proper interpolation between a linear mapping \([x, y] \to \lambda[x, y]\) and our mapping \( \tilde{f}_r \). We define it as
\[
g_\tau(x, y) = \mathcal{R}_g(x, y) \varphi_g(x, y),
\]
where
\[
\mathcal{R}_g(t\tilde{\theta}) = \left( 1 - \eta \left( \frac{8\tau - 7R}{R} \right) \right) \lambda t + \eta \left( \frac{8\tau - 7R}{R} \right) \mathcal{R}_f(t\hat{\theta}) \quad \text{and} \quad \varphi_g(t\tilde{\theta}) = \left( 1 - \eta \left( \frac{8\tau - 6R}{R} \right) \right) \tilde{\theta} + \eta \left( \frac{8\tau - 6R}{R} \right) \varphi_f(t\hat{\theta}).
\]
Note that this is equal to \( \lambda[x, y] \) on \( B(0, \frac{d}{8}R) \) and it is equal to \( \tilde{f}_r \) outside of \( B(0, R) \). It is changing the angle on \( B(0, \frac{7}{8}R) \setminus B(0, \frac{d}{8}R) \) while keeping the distance from the origin of a map \( \lambda[x, y] \) and it is changing the distance from the origin on \( B(0, R) \setminus B(0, \frac{7}{8}R) \) while keeping the angle of \( \tilde{f}_r \).

Immediately from the definition of \( g_\tau \) it is obvious that it is smooth since \([x, y] \to \lambda \cdot [x, y]\) is smooth and \( \eta, \mathcal{R}_f \) and \( \varphi_f \) are all smooth away from the origin. Let us define \( \hat{\varphi}_f \in [0, 2\pi) \) (resp. \( \hat{\varphi}_g \)) as the corresponding angle of \( \varphi_f \in \mathbb{S}^1 \) (resp. \( \varphi_g \)) modulo \( 2\pi \). From Step 2 we know
\[
\langle \frac{\partial}{\partial \tilde{\theta}} \varphi_f(t \cos \theta, t \sin \theta), \varphi_f^\perp(t \cos \theta, t \sin \theta) \rangle \geq C \quad \text{for all} \quad t \in [\frac{d}{8}R, R] \quad \text{and} \quad \theta.
\]
Using derivative of composed mapping for

\[ \varphi_f(t \cos \theta, t \sin \theta) = \left[ \cos \varphi_f(t \cos \theta, t \sin \theta), \sin \varphi_f(t \cos \theta, t \sin \theta) \right] \]

in the above inequality and

\[ \varphi_f^T(t \cos \theta, t \sin \theta) = \left[ -\sin \varphi_f(t \cos \theta, t \sin \theta), \cos \varphi_f(t \cos \theta, t \sin \theta) \right] \]

this implies that \( \frac{\partial}{\partial \theta} \varphi_f(t \cos \theta, t \sin \theta) \geq C \). It follows that

\[ \frac{\partial}{\partial \theta} \varphi_f(t \cos \theta, t \sin \theta) = \left( 1 - \eta\left( \frac{8t - 6R}{R} \right) \right) \frac{\partial}{\partial \theta} (\theta) + \eta\left( \frac{8t - 6R}{R} \right) \frac{\partial}{\partial \theta} \varphi_f(t \cos \theta, t \sin \theta) \geq C > 0. \]

Further, because (see (4.7) and (4.14))

\[ |\tilde{f}_r(t \cos \theta, t \sin \theta)| \geq \frac{3dR}{8L} > \lambda t \text{ for all } \frac{3}{4} R \leq t \leq R \]

we have that

\[ \frac{\partial}{\partial t} R_g(t \tilde{\theta}) = \left( 1 - \eta\left( \frac{8t - 7R}{R} \right) \right) \lambda + \eta\left( \frac{8t - 7R}{R} \right) \frac{\partial}{\partial \theta} R_f + \frac{8R}{R} \eta'\left( \frac{8t - 7R}{R} \right)(R_f(t \tilde{\theta}) - \lambda t) \]

but as shown above each of the above terms is positive. Because

\[ \frac{\partial}{\partial t} R_g(t \cos \theta, t \sin \theta) \geq C > 0 \text{ and } \frac{\partial}{\partial \theta} \varphi_f(t \cos \theta, t \sin \theta) \geq C > 0 \text{ for all } 0 < t \leq R \text{ and all } \theta \]

we easily conclude that \( g_r \) is a diffeomorphism on \( B(0, R) \) by considering the three parts \( B(0, \frac{6}{8} R) \), \( B(0, \frac{7}{8} R) \) \( B(0, R) \) \( B(0, \frac{7}{8} R) \) separately. Further, because \( g_r \) coincides with the diffeomorphism \( f_r \) on \( B(0, 2R) \setminus B(0, R) \) it must be a diffeomorphism on \( B(0, 2R) \).

**Step 5. Estimating** \( \int_{B(0,R)} |D^2 g_r| \).

Clearly \( D^2 g_r = D^2 (\lambda[x, y]) = 0 \) for \( [x, y] \in B(0, \frac{6}{8} R) \) so it remains to estimate it for \( [x, y] \in B(0, R) \setminus B(0, \frac{6}{8} R) \). We have \( |D^2 g_r| = |D^2 (R_g \varphi_g)| \). We calculate

\[ DR_g = (1 - \eta\left( \frac{8|x, y| - 7R}{R} \right)) \lambda D[|x, y|] + \eta\left( \frac{8|x, y| - 7R}{R} \right) D[\tilde{f}_r(x, y)] + D[x, y] \frac{8R}{R} \eta'\left( \frac{8|x, y| - 7R}{R} \right)(|\tilde{f}_r(x, y)| - \lambda |x, y|) \]

and (see Sect. 2.1)

\[ D^2 R_g = (1 - \eta\left( \frac{8|x, y| - 7R}{R} \right)) \lambda D^2[|x, y|] + \frac{8R}{R} \eta'\left( \frac{8|x, y| - 7R}{R} \right) \lambda D[x, y]D[|x, y|] \]

\[ + \eta\left( \frac{8|x, y| - 7R}{R} \right) D^2[\tilde{f}_r(x, y)] + \frac{8R}{R} \eta'\left( \frac{8|x, y| - 7R}{R} \right) D[x, y]D[\tilde{f}_r(x, y)] \]

\[ + D^2[x, y] \frac{8R}{R} \eta'\left( \frac{8|x, y| - 7R}{R} \right)(|\tilde{f}_r(x, y)| - \lambda |x, y|) \]

\[ + \frac{64}{12R^3} D[x, y]D[|x, y|] \eta''\left( \frac{8|x, y| - 7R}{R} \right)(|\tilde{f}_r(x, y)| - \lambda |x, y|) \]

\[ + \frac{8R}{R} D[x, y] \eta'\left( \frac{8|x, y| - 7R}{R} \right)(D[\tilde{f}_r(x, y)] - \lambda D[|x, y|]). \]
We now separate $B(0, R) \setminus B(0, \frac{6}{8} R)$ into parts $B(0, R) \setminus \bigcup_{i=1}^{N} O_i$ and the parts $\bigcup_{i=1}^{N} O_i$. For $[x, y] \notin \bigcup_{i=1}^{N} O_i$ we know that $\tilde{f}_r = f$ and hence

$$|\tilde{f}_r(x, y)| \leq CLR, \quad D|\tilde{f}_r| \leq L \quad \text{and} \quad D^2|\tilde{f}_r| \leq M.$$ 

By elementary computation

$$D|x, y| \leq 1, \quad |D^2|x, y|| \leq \frac{C}{||x, y||}, \quad |D|x, y| \leq C \quad \text{and} \quad D^2|x, y| = 0.$$ 

Therefore

$$|R_g(x, y)| \leq CR, \quad |DR_g(x, y)| \leq C \quad \text{and} \quad |D^2R_g(x, y)| \leq \frac{C}{R} \quad (4.21)$$

for all $[x, y] \in B(0, R) \setminus \bigcup_{i=1}^{N} O_i$. Further

$$D\varphi_g = (1 - \eta\left(\frac{8||x, y|| - 6R}{R}\right)) D\frac{x, y}{||x, y||} + \frac{8}{R} D[x, y] \eta'\left(\frac{8||x, y|| - 6R}{R}\right) \left(\frac{\tilde{f}_r(x, y)}{||x, y||} - \frac{[x, y]}{||x, y||}\right)$$

$$+ \eta\left(\frac{8||x, y|| - 6R}{R}\right) D\frac{\tilde{f}_r(x, y)}{||x, y||},$$

and (see Sect. 2.1)

$$D^2\varphi_g = (1 - \eta\left(\frac{8||x, y|| - 6R}{R}\right)) D^2\frac{x, y}{||x, y||} - \frac{8}{R} D[x, y] \eta'\left(\frac{8||x, y|| - 6R}{R}\right) D\frac{x, y}{||x, y||}$$

$$+ \frac{8}{R} D^2[x, y] \eta'\left(\frac{8||x, y|| - 6R}{R}\right) \left(\frac{\tilde{f}_r(x, y)}{||x, y||} - \frac{[x, y]}{||x, y||}\right)$$

$$+ \frac{64}{R^2} D[x, y] D[x, y] \eta''\left(\frac{8||x, y|| - 6R}{R}\right) \left(\frac{\tilde{f}_r(x, y)}{||x, y||} - \frac{[x, y]}{||x, y||}\right)$$

$$+ \frac{8}{R} D[x, y] \eta'\left(\frac{8||x, y|| - 6R}{R}\right) D\frac{\tilde{f}_r(x, y)}{||x, y||}$$

$$+ \frac{8}{R} D[x, y] \eta'\left(\frac{8||x, y|| - 6R}{R}\right) D\frac{\tilde{f}_r(x, y)}{||x, y||} + \eta\left(\frac{8||x, y|| - 7R}{R}\right) D^2\frac{\tilde{f}_r(x, y)}{||x, y||}.$$ 

It is easy to calculate that

$$\left|D\frac{x, y}{||x, y||}\right| \leq \frac{C}{R} \quad \text{and} \quad \left|D^2\frac{x, y}{||x, y||}\right| \leq \frac{C}{R^2}.$$ 

Further basic calculus (and $|\tilde{f}_r(x, y)| \approx ||x, y||$) gives

$$\left|D\frac{\tilde{f}_r(x, y)}{||x, y||}\right| \leq \frac{C}{R} \quad \text{and} \quad \left|D^2\frac{\tilde{f}_r(x, y)}{||x, y||}\right| \leq \frac{C}{R^2} \quad \text{for all} \quad [x, y] \in B(0, R) \setminus \bigcup_{i=1}^{N} O_i.$$
Therefore
\[ |\varphi_g(x, y)| \leq C, \ |D\varphi_g(x, y)| \leq \frac{C}{R}, \ |D^2\varphi_g(x, y)| \leq \frac{C}{R^2} \]  
(4.22)
for all \([x, y] \in B(0, R) \setminus [B(0, \frac{6}{8} R) \cup \bigcup_{i=1}^{N} O_i]\). Therefore
\[ |D^2g_r| = |D^2(R_g \varphi_g)| \leq C\left(|D^2R_g| \cdot |\varphi_g| + |D\varphi_g| \cdot |Dg_r| + |g_r| \cdot |D^2\varphi_g|\right) \leq \frac{C}{R} \]
and by integrating
\[ \int_{B(0, R) \setminus [B(0, \frac{6}{8} R) \cup \bigcup_{i=1}^{N} O_i]} |D^2g_r| < CR. \]  
(4.23)

Now we continue with the case \([x, y] \in \bigcup_{i=1}^{N} O_i\). We work in each \(O_i\) separately. Use \(K_i\) to denote
\[ K_i = \max\{|D^2\varphi|(t \hat{\omega}_i); t \in [0, R]\} \leq 2L. \]
It still holds that \(|\tilde{f}_r(x, y)| \leq CR\) and \(D|\tilde{f}_r(x, y)| \leq C\) but the difference is that
\[ D^2|\tilde{f}_r(x, y)| \leq C + \frac{CK_i}{r_i} \]
(see estimates in step 5 of Lem. 3.1, most importantly the \(D_{xx}\) term). Therefore
\[ |R_g(x, y)| \leq CR, \ |D\varphi_g(x, y)| \leq C \text{ and } |D^2\varphi_g(x, y)| \leq \frac{C}{R} + \frac{CK_i}{r_i} \text{ for all } [x, y] \in O_i \]  
(4.24)
Similarly as before basic calculus with \(|f(x, y)| \approx |[x, y]|\) gives
\[ \left| \frac{D\tilde{f}_r(x, y)}{f_r(x, y)} \right| \leq \frac{C}{R} \text{ and } \left| \frac{D^2\tilde{f}_r(x, y)}{f_r(x, y)} \right| \leq \frac{C}{R^2} + \frac{C}{Rr_i} K_i, \]
where the constants \(C\) depend on \(d, M\) and \(L\) etc., but not \(R\). Therefore
\[ |\varphi_g(x, y)| \leq C, \ |D\varphi_g(x, y)| \leq \frac{C}{R}, \ |D^2\varphi_g(x, y)| \leq \frac{C}{R^2} + \frac{CK_i}{Rr_i} \text{ for } |[x, y]| \in O_i. \]  
(4.25)
Calculating as before
\[ |D^2g_r| = |D^2(R_g \varphi_g)| \leq C\left(|D^2R_g| \cdot |\varphi_g| + |D\varphi_g| \cdot |Dg_r| + |g_r| \cdot |D^2\varphi_g|\right) \leq \frac{C}{R} + \frac{CK_i}{r_i} \]
Integrating the above estimates over \(O_i\) we get
\[ \int_{O_i} |D^2g_r| \leq \frac{C}{R} Rr_i + \frac{CK_i}{r_i} Rr_i \leq Cr_i + CLR \leq CR. \]
Summing the above over \(i \in \{1, 2, \ldots, N\}\) and adding to (4.23) we get (4.3).
Proof of Theorem 1.1. We know that our \( \Omega \) is a polygonal domain, i.e., \( \Omega = \bigcup_{i=1}^{k} T_i \), where \( T_i \) are triangles. Let \( A \) denote the finite set \( A = \{a_1, a_2, \ldots, a_j\} \) of vertices and \( S \) denote the finite set \( S = \{s_1, s_2, \ldots, s_j\} \) of sides of those triangles. Since \( f \) is piecewise quadratic we can find quadratic mappings so that \( Q_j \) so that \( Q_j \). We know that our quadratic mappings \( Q_j \) defined on triangles \( T_j \) satisfy \( \det DQ_j \geq d > 0 \) and we can fix constants \( L > 0 \) and \( M > 0 \) so that \( |DQ_j| \leq L \) and \( |D^2Q_j| \leq M \) for all \( j \). Thus we can apply Lemma 4.1 to a translation of \( f \) in the image and preimage at each vertex \( a_i \in A \). We find \( \rho_0 > 0 \) so that \( B(a_i, \rho_0) \) are pairwise disjoint and we choose \( \varepsilon > 0 \).

We find \( N \in \mathbb{N}, N \geq 4 \) such that (when we call the \( \ell_{s_j} \) length of \( s_j \in S \)) we have

\[
\frac{\max\{\ell_{s_j} : s_j \in S\}}{N} < \min\left\{ \rho_0, \frac{\min\{d, d^2\}}{2000(M+1)(L+1)^4}, \frac{1}{8M+1}\right\}. \]

Having chosen \( N \), we call \( \rho_{s_j} = \frac{\ell_{s_j}}{2N} \) for each \( s_j \in S \).

Having chosen \( \rho_{s_j} \) for every \( s_j \) ending at \( a_i \) we choose

\[
R_i \leq \frac{1}{2} \min \left\{ \frac{\varepsilon}{I(M+1)}, \rho_{s_j} \right\} < \frac{1}{4} \min \left\{ \rho_0, \frac{\min\{d, d^2\}}{1000(M+1)(L+1)^4}, \frac{1}{8M+1}\right\}. \]

For each \( s_j \in S \) we choose an \( r_{s_j} > 0 \) as follows. Call \( r_0(s_j) \), the number corresponding to \( r_0 \) from Lemma 3.1 applied on \( s_j \). Choose

\[
r_{s_j} \leq \min \left\{ r_0(s_j), \frac{d^2 R_i}{432L^4}, \frac{R_id}{1200L^2}, \frac{\rho_{s_j}^2}{2(L+1)}, \frac{R_i}{2} \tan \frac{\omega_i}{3}, \frac{\varepsilon}{J(M+1)\ell_{s_j}} \right\} \]

where we consider the two indices \( i \) such that \( a_i \) is an endpoint of \( s_j \). In order to apply Lemma 3.1 we need that \( r_{s_j} < 2\frac{M\rho_{s_j}}{L} \), which is immediate from \( r_{s_j} \leq \frac{\rho_{s_j}^2}{2(L+1)} \) since we may assume that \( M \geq 1 \) and that \( r_{s_j} < \frac{1}{1000}\rho_{s_j} \), which is immediate from \( r_{s_j} \leq \frac{\rho_{s_j}^2}{2(L+1)} \) since \( \rho_{s_j} < \frac{1}{1000} \). For each \( a_i \) we call \( r_i = (R_i, \rho_{1}, \ldots, \rho_{n_i}, r_{s_{j_{1}},1}, \ldots, r_{s_{j_{n_i}}} ) \) where \( \{s_{j_{k,h}}\} \), \( k = 1, 2, \ldots, n_i \) is the collection of \( n_i \) sides in \( S \) having an endpoint at \( a_i \in A \).

Having made the above choices, we have satisfied the hypothesis of Lemma 3.1 (up to appropriate rotations and translations) for each side \( s_j \in S \) by the choice of \( r = r_{s_j} \) and hence we can construct a smooth \( g = g_{s_j} \) on a small rectangular neighborhood of each side \( s_j \). Similarly we satisfy the hypothesis of Lemma 4.1 and because of the same choice of parameters the smooth map \( g = g_{r_i} \) is equal to \( g_{s_j} \) (if \( a_i \in s_j \)) as soon as the argument is \( R_i \) distant from \( a_i \). Both of the maps equal the original homeomorphism \( f \) as soon as we are \( R_i \) distant from \( a_i \) and \( r_{s_j} \) distant from \( s_j \), which is \( C^\infty \) smooth on that set. Therefore the map

\[
g(x, y) = \begin{cases} 
g_{r_i}(x, y) & |[x, y] - a_i| \leq R_i \\
g_{s_j}(x, y) & \text{dist}([x, y], s_j) \leq r_s \text{ and }|[x, y] - a_i| \geq R_i \\
f(x, y) & \text{otherwise} \end{cases}
\]

is a \( C^\infty \)-diffeomorphism. Notice that the balls \( B(a_i, R_i) \) are pairwise disjoint and so the definition is correct.

For each \( s_j \in S \) we call \( O_j \) the \( 2r_{s_j} \)-wide rectangular neighborhood of the line \( s_j \) as in Lemma 3.1. Now we use \( g(x, y) = f(x, y) \) for all \( [x, y] \notin \bigcup_i B(a_i, R_i) \cup \bigcup_j O_j \), which implies that

\[
\int_{\Omega} |D^2 f - D^2 g| \leq \sum_{i=1}^{f} \int_{B(a_i, R_i)} (|D^2 f| + |D^2 g|) + \sum_{j=1}^{f} \int_{O_j} (|D^2 f| + |D^2 g|). 
\]
We estimate by summing (4.3) over \( a_i \in A \) (recall \( R_i < \frac{\varepsilon}{3(M+1)} \)) and using \(|D^2 f| \leq M\) to obtain
\[
\sum_{i=1}^{J} \int_{B(a_i, R_i)} (|D^2 f| + |D^2 g|) \leq \sum_{i=1}^{J} (M \pi R_i^2 + C R_i) \leq C \varepsilon.
\]

Finally we sum (3.2) over \( s_j \in S \) (recall \( r_{s_j} \leq \frac{1}{J} \frac{\varepsilon}{(M+1) r_{s_j}} \)) and we get using (1.2)
\[
\sum_{j=1}^{J} \int_{O_j} (|D^2 f| + |D^2 g|) \leq C \sum_{j=1}^{J} (t_{s_j} r_{s_j} M + |D^2 f|(s_j)) \leq C(\delta + \varepsilon).
\]

First of all we recall that \( g_{r_i}([x, y]) = g_{r_i}(a_i) + \lambda([x, y] - a_i) \) on \( B(a_i, \frac{3}{2} R_i) \) for some small \( \lambda \). We calculate on \( B(a_i, R_i) \setminus B(a_i, \frac{3}{2} R_i) \) that \( |Dg_{r_i}| \leq |D R g_{r_i}| |\varphi_{r_i}| + |R g_{r_i}||D\varphi_{r_i}| \). The combination of (4.21) with (4.24) gives that \( |R g_{r_i}| \leq C R \) and \( |D R g_{r_i}| \leq C \). The combination of (4.22) with (4.25) give that \( |\varphi_{r_i}| \leq C \) and \( |D\varphi_{r_i}| \leq C R^{-1} \). Summarising, we get that \( |Dg_{r_i}| \leq C \) on \( B(a_i, R_i) \) and so diam \( g_{r_i}(B(a_i, R_i)) \leq CR_i \). By \( |Df| \leq L \) we also have diam \( f(B(a_i, R_i)) \leq CR_i \). Therefore \( |f - g| \leq CR_i \) on each \( B(a_i, R_i) \). By (3.12) we estimate \( |f - g| \) elsewhere and we get
\[
\|f - g\|_{\infty} < \max_i CR_i + \max_{j=1...J} 2LR_{s_j},
\]
which is as small as we like. \( \square \)

5. PIECEWISE QUADRATIC APPROXIMATION ON GOOD SQUARES - PROOF OF THEOREM 1.2

In this section we first show that the quadratic polynomials constructed in Section 2.4 approximate our homeomorphism \( f \) well on some good squares and then we show Theorem 1.2. As noted in Section 2.4 we know that the two quadratic polynomials on adjacent triangles have the same values on \( T_1 \cap T_2 \) but the derivatives (in the orthogonal direction) are not necessarily the same. The key observation (5.5) (ii) below shows that they do not differ too much.

**Theorem 5.1.** Let \( T_1 \) be a triangle with vertices \( v_1 = [0, 0], v_2 = [r, 0] \) and \( v_3 = [0, r] \) for some \( r > 0 \). Let \( T_2 \) be an adjacent triangle, i.e. either with vertices \( \{[0, 0], [0, r], [r, r]\} \) or \( \{[0, 0], [r, 0], [r, r]\} \) or \( \{[0, 0], [0, r], [-r, r]\} \). Let us assume that we have a homeomorphism \( f \in W^{2,1}(Q([0, 0], 2r), \mathbb{R}^2) \). Let \( 0 < \delta < 1 \) and assume that
\[
J_f(0, 0) > \delta, \quad \|Df(0, 0)\| < \frac{1}{\delta}
\]
and for \( \varepsilon > 0 \) we have
\[
|f(z) - f(0, 0) - Df(0, 0)z| < \varepsilon |z| \quad \text{for } z \in Q([0, 0], 3r),
\]
\[
\int_{Q([0, 0], 3r)} |Df(z) - Df(0, 0)| \, dz < \varepsilon
\]
and
\[
\int_{Q([0, 0], 3r)} |D^2 f(z) - D^2 f(0, 0)| \, dz < \varepsilon.
\]
Then there are absolute constant $C_0 > 0$ and quadratic mappings $A_1, A_2 : Q([0, 0], 2r) \rightarrow \mathbb{R}^2$ so that

(i) $D^2 A_1$ is constant and $|D^2 A_1(0, 0) - D^2 f(0, 0)| < C \varepsilon$,

(ii) $|D A_1(z) - D A_2(z)| < \varepsilon r$ for every $z \in T_1 \cap T_2$,

(iii) $A = \begin{cases} A_1 & \text{on } T_1 \\ A_2 & \text{on } T_2 \end{cases}$ is homeomorphism with $\det A > \frac{\delta}{2}$ on $T_1 \cup T_2$, if $\varepsilon < C_0 \delta^2$, (5.5)

(iv) $|f(z) - A_1(z)| < C_1 r \varepsilon$ for every $z \in T_1$.

Further the map $A_1$ is independent of the choice of $T_2$.

Proof. We define $A_1$ on $T_1$ by (2.3) and $A_2$ on $T_2$ by a similar procedure, i.e. values of $A_2$ in corners of $T_2$ are determined by the average values of $f$ nearby and a derivative at each vertex along a given side is determined by the average of the corresponding derivative of $f$. We just make sure that on the side $T_1 \cap T_2$ both $A_1$ and $A_2$ use the same vertex for the definition of derivative along that side. In fact we can divide the whole $\mathbb{R}^2$ into squares of sidelength $r$, divide them into two triangles (by segment in direction $[-1, 1]$) and assign to each vertex a direction along one of the sides (where we define the derivative of the approximating quadratic polynomial) so that it matches the definition for $T_1$ and $T_2$ above (see Fig. 1).

Part (i): We have

$$A_1([r, 0]) - A_1([0, 0]) - r D_x A_1([0, 0]) = \int_0^r D_x A_1([t, 0]) \, dt - \int_0^r D_x A_1([0, 0]) \, dt = \int_0^r (r - a) D_{xx} A_1([a, 0]) \, da. \quad (5.6)$$

In preparation for (5.8) we define a function

$$w(z_1, z_2) = \int_{\min \left\{ \sqrt{r^2/100 - z_1^2}, z_1 \right\}}^{\max \left\{ -\sqrt{r^2/100 - z_1^2}, z_1 - r \right\}} \frac{r + s - z_1}{\mathcal{L}^2(B(0, \frac{r}{10}))} \, ds$$

on the set $([0, r] \times \{0\}) + B(0, \frac{r}{10})$. Because

$$\min \left\{ \sqrt{r^2/100 - y^2}, z_1 \right\} - \max \left\{ -\sqrt{r^2/100 - y^2}, z_1 - r \right\} \leq \frac{r}{5}$$

on which $0 \leq |r + s - z_1| \leq Cr$ we have a geometric constant $C$ such that

$$0 \leq w(z) \leq C. \quad (5.7)$$
By the definition of $A_1$ (see (2.3)), the ACL condition and straight forward Fubini theorem (5.6) is equal to

$$
\int_{B(0, \frac{r}{10})} \left[ f([r, 0] + z) - f([0, 0] + z) - rD_z f([0, 0] + z) \right] dz
$$

$$
= \int_{B(0, \frac{r}{10})} \int_0^r (r-a) D_{xx} f([a, 0] + z) \, da \, dz
$$

$$
= \int_{\frac{r}{10}}^r \int_{\frac{r}{10}}^r \frac{z_1 + r}{\sqrt{z_0^2 + z_1^2}} \int_{z_1}^{r + z_1} D_{xx} f(t, z_2) \, dt \, dz_1 \, dz_2 
$$

$$
= \int_{\frac{r}{10}}^r \int_{\frac{r}{10}}^r \frac{z_1 + r}{\sqrt{z_0^2 + z_1^2}} \int_{z_1}^{r + z_1} D_{xx} f(t, y) \, dt \, dz_1 \, dz_2
$$

$$
= \int_{(0, r) \times \{0\} + B(0, \frac{r}{10})} w(z) D_{xx} f(z) \, dz.
$$

Further

$$
\int_{(0, r) \times \{0\} + B(0, \frac{r}{10})} w(z) \, dz = \int_0^r (r-a) \, da = \frac{r^2}{2},
$$

(5.9)
can be easily deduced by considering the special case $D_{xx} f \equiv 1$. Since $D_{xx} A_1$ is constant we can use equality of (5.6) and (5.8) together with (5.9), (5.7), and (5.4) to obtain

$$
\left| D_{xx} A_1([0, 0]) - D_{xx} f([0, 0]) \right| = \frac{1}{\int_0^r (r-a) \, da} \left| \int_0^r (r-a) (D_{xx} A_1([a, 0]) - D_{xx} f([0, 0])) \, da \right|
$$

$$
= \frac{2}{r^2} \int_{(0, r) \times \{0\} + B(0, \frac{r}{10})} w(z) (D_{xx} f(z) - D_{xx} f([0, 0])) \, dz
$$

$$
\leq C \frac{C}{r^2} \int_{(0, r) \times \{0\} + B(0, \frac{r}{10})} \left| D_{xx} f(z) - D_{xx} f([0, 0]) \right| \, dz
$$

$$
< C \varepsilon.
$$

(5.10)

By similar reasoning on side $[0, 0], [0, r]$ with the help of $D_y A_1([0, r])$ we obtain that

$$
\left| D_{yy} A_1([0, 0]) - D_{yy} f([0, 0]) \right| < C \varepsilon.
$$

(5.11)

It remains to consider $D_{xy}$. We use $A_1([r, 0]), A_1([0, r]), (-D_x + D_y) A_1([r, 0])$ and similar formulas for the one dimensional function $h(t) = f([r, 0] + t[-1, 1])$. By the chain rule

$$
h'(t) = -D_x f([r - t, t]) + D_y f([r - t, t])
$$

and

$$
h''(t) = D_{xx} f([r - t, t]) - D_{xy} f([r - t, t]) - D_{xy} f([r - t, t]) + D_{yy} f([r - t, t]).
$$

Now $D_{xy} f = D_{yx} f$ as distributional derivatives are always interchangeable. An analogy of the inequality (5.10) above together with the fact that we already know (5.10) and (5.11) for $D_{xx}$ and $D_{yy}$ implies that

$$
\left| D_{xy} A_1([0, 0]) - D_{xy} f([0, 0]) \right| < C \varepsilon.
$$

(5.12)

The proof for $|D^2 A_2(0, 0) - D^2 f(0, 0)| < C \varepsilon$ on $T_2$ is similar. Therefore (5.5) i) has been proved.
Part (ii): We know that $T_1$ has vertices $[0, 0]$, $[r, 0]$ and $[0, r]$. We assume that $T_2$ has vertices $[0, 0]$, $[r, 0]$ and $[r, -r]$ as other cases can be treated similarly. Our $A_1$ on $T_1$ is defined by (2.3) and $A_2$ on $T_2$ is defined using (average) values at vertices and derivatives along sides

$$D_x A_2([0, 0]) = \int_{B([0,0], \frac{r}{m})} D_x f, \quad -D_y A_2([r, 0]) = \int_{B([r,0], \frac{r}{m})} -D_y f$$

and $(-D_x + D_y) A_2([r, -r]) = \int_{B([r,-r], \frac{r}{m})} (-D_x + D_y) f$.

In this way we have $D_x A_2([0,0]) = D_x A_1([0,0])$ as they are defined by the same expression.

For any $x \in [0, r]$ we have with the help of $D_x A_2([0,0]) = D_x A_1([0,0])$, $D^2 A_i$ is constant and (5.5) (i) (which was proved in part (i))

$$|D_x(A_1 - A_2)([x, 0])| = |D_x(A_1 - A_2)([0, 0]) + \int_0^x D_{xx}(A_1 - A_2)([a, 0]) \, da|$$

$$\leq r \left( |D_{xx} A_1([0,0]) - D_{xx} f([0,0])| + |D_{xx} A_2([0,0]) - D_{xx} f([0,0])| \right)$$

$$\leq C r \varepsilon. \tag{5.12}$$

It remains to show that $D_y(A_1 - A_2)$ along $T_1 \cap T_2$ is small. By the definition of $A_i$

$$D_y A_2([r, 0]) = \int_{B([r,0], \frac{r}{m})} D_y f \quad \text{and} \quad (-D_x + D_y) A_1([r, 0]) = \int_{B([r,0], \frac{r}{m})} (-D_x + D_y) f.$$

and hence

$$|D_y(A_1 - A_2)([r, 0])| \leq |D_x A_1([r, 0]) - \int_{B([r,0], \frac{r}{m})} D_x f|$$

$$\leq |D_x A_1([r, 0]) - D_x A_1([0, 0]) - r D_{xx} A_1([0,0])|$$

$$+ r \left| D_{xx} f([0,0]) - D_{xx} A_1([0,0]) \right|$$

$$\leq \int_{B([r,0], \frac{r}{m})} D_x f - \int_{B([0,0], \frac{r}{m})} D_x f - r D_{xx} f([0,0])|.$$

The first expression on the righthand is zero by the fundamental theorem of calculus for $D_x$ as $D_{xx} A_1$ is constant and the second one is bounded by $C r \varepsilon$ by (i). It remains to estimate the last term using ACL condition, fundamental theorem of calculus and (5.4)

$$\left| \int_{B([r,0], \frac{r}{m})} D_x f - \int_{B([0,0], \frac{r}{m})} D_x f - r D_{xx} f([0,0]) \right|$$

$$= \left| \int_{B([0,0], \frac{r}{m})} \int_0^r \left[ D_{xx} f([t,0] + z) - D_{xx} f([0,0]) \right] \, dt \, dz \right|$$

$$\leq C r \int_{Q([0,0], 3r)} |D_{xx} f(z) - D_{xx} f([0,0])| \, dz$$

$$\leq C r \varepsilon.$$

It follows that $|D(A_1 - A_2)([r, 0])| \leq C r \varepsilon$. 
Similarly to (5.12) we obtain for \( a \in [0, r] \)

\[
|D_y(A_1 - A_2)([0, a]) - D_y(A_1 - A_2)([0, 0])| = \left| \int_0^a D_{yy}(A_1 - A_2)([0, t]) \, dt \right| \leq Cr\varepsilon
\]

(5.13)

and with the help of \( |D(A_1 - A_2)([r, 0])| \leq C r\varepsilon \) also for \( t \in [0, r] \)

\[
|(-D_x + D_y)(A_1 - A_2)([t, r - t])| \leq |(-D_x + D_y)(A_1 - A_2)([r, 0])| + C r\varepsilon \leq C r\varepsilon.
\]

(5.14)

The integral of the derivative along the closed curve is zero and thus

\[
0 = \int_0^r D_x(A_1 - A_2)([a, 0]) \, da + \int_0^r (-D_x + D_y)(A_1 - A_2)([r - a, a]) \, da \\
+ \int_0^r (-D_y)(A_1 - A - 2)([0, r - a]) \, da.
\]

(5.15)

It follows using (5.13), (5.12) and (5.14) that

\[
r |D_y(A_1 - A_2)([0, 0])| \leq \left| \int_0^r D_y(A_1 - A_2)([0, a]) \, da \right| + Cr^2\varepsilon \\
\leq \left| \int_0^r D_x(A_1 - A_2)([a, 0]) \, da \right| \\
+ \left| \int_0^r (-D_x + D_y)(A_1 - A_2)([r - a, a]) \, da \right| + Cr^2\varepsilon \\
\leq C r^2\varepsilon.
\]

We have just shown that \( |D(A_1 - A_2)([0, 0])| \leq C r\varepsilon \). Similar reasoning can estimate the derivative of \( A_1 - A_2 \) at other points \([x, 0] \in T_1 \cap T_2\), we just use a triangle with vertices \([x, 0], [r, 0]\) and \([x, r - x]\) in an analogy of (5.15).

**Part (iii):** We know by the definition of \( T_1 \) and \( T_2 \) that \( A_1 = A_2 \) on \( T_1 \cap T_2 \) (see subsection 2.4) and hence \( A \) is continuous. It remains to show that \( \det A > \frac{1}{2} \) and that \( A \) is \( 1 - 1 \) on \( T_1 \cup T_2 \).

The definition (2.3) of \( A_1 \) in fact means that to determine the coefficients of quadratic function \( A_1 \) we solve the equation \( Ma = c \), where \( c \) determines the averaged values of \( f \) and \( Df \) along the sides (in vertices), \( a \) is the vector of coefficients of \( A_1 \) and

\[
M = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & r & 0 & r^2 & 0 & 0 \\
1 & 0 & r & 0 & 0 & r^2 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & -2r & 2r & 0 \\
0 & 0 & -1 & 0 & 0 & -2r
\end{pmatrix}
\text{ and } M^{-1} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
-\frac{1}{r^2} & -\frac{1}{r^2} & 0 & -\frac{1}{r^2} & 0 & 0 \\
-\frac{1}{r^2} & -\frac{1}{r^2} & -\frac{1}{r^2} & -\frac{1}{r^2} & -\frac{1}{r^2} & 0 \\
\frac{1}{r^2} & 0 & -\frac{1}{r^2} & 0 & 0 & -\frac{1}{r^2}
\end{pmatrix}.
\]

(5.16)

If fact we solve this for \( a = [a_1, a_2, a_3, a_4, a_5, a_6] \) where \( c \) is determined by the first coordinate function of \( f \) and we solve it for \( a = [b_1, b_2, b_3, b_4, b_5, b_6] \) where \( c \) is determined by the second coordinate function of \( f \).

We know that (5.2) and (5.3) hold for \( f \) and thus we can divide it into linear part \( L(z) = f(0, 0) + Df(0, 0)z \) plus \( E := f - L \) and \( |f - L| \leq \varepsilon |z| \) on \( Q([0, 0], 2r) \). Thus we can divide the right-hand side \( c \) into two terms
\(c_L + c_E, c_L\) corresponding to the linear part \(L\) of \(f\) and \(c_E\) corresponding to the remaining \((f - L)\)-term. Our equation is linear and the unique solution to the linear part \(L\) is the same linear function (with determinant \(\geq \delta\)). Let us estimate the derivative of \(E = f - L\). From \(|f - L| \leq \varepsilon r\) on \(Q([0,0], r)\) (see (5.2)), definition of \(A_1 (2.3)\) and \(L_2(B(c_1, \frac{r}{16})) \geq Cr^2\) we see that

\[
|\langle c_E \rangle_1| \leq C\varepsilon r, \quad |\langle c_E \rangle_2| \leq C\varepsilon r \text{ and } |\langle c_E \rangle_3| \leq C\varepsilon r.
\]

Similarly we obtain from (5.3) and (2.3) that

\[
|\langle c_E \rangle_4| \leq C\varepsilon, \quad |\langle c_E \rangle_5| \leq C\varepsilon \text{ and } |\langle c_E \rangle_6| \leq C\varepsilon.
\]

Given the form of \(M^{-1}\) (5.16) it is now easy to see that the solution \(a_E := M^{-1}c_E\) satisfies

\[
|\langle a_E \rangle_i| \leq C\varepsilon \text{ for } i = 1, 2, 3 \text{ and } |\langle a_E \rangle_i| \leq \frac{C\varepsilon}{r} \text{ for } i = 4, 5, 6.
\]

Now for every \(z \in Q([0,0], r)\) we have

\[
|DE(z)| \leq C(a_2 + a_3 + a_4r + a_5r + a_6r) \leq C\varepsilon. \tag{5.17}
\]

Thus we have a quadratic function \(A_1 = L + E\), where (see (5.1)) \(\det DL > \delta, |DL| < \frac{1}{3}\) and \(|DE| \leq C\varepsilon\). Assume that \(0 < \varepsilon < C_0\delta^2\). Now \(\det D(L + E)\) contains \(\det DL\) plus other terms whose sum is smaller than

\[
C|DE|(\|DL\| + |DE|) \leq C\varepsilon\left(\frac{1}{\delta} + \varepsilon\right) \leq CC_0\delta.
\]

Now it is easy to see that we can choose an absolute constant \(C_0\) so that

\[
\det DA_1(z) = \det(L + E)(z) > \frac{\delta}{2} \text{ for every } z \in Q([0,0], 2r).
\]

Now we prove that \(A_1 = 1 - 1\) on \(T_1\). Let us denote by \(\lambda_1, \lambda_2\) the eigenvalues of the matrix \(DF(0,0)\). From (5.1) we know that

\[
\lambda_1\lambda_2 > \delta \text{ and } \max\{|\lambda_1|, |\lambda_2|\} < \frac{1}{\delta} \text{ and hence } \min\{|\lambda_1|, |\lambda_2|\} > \delta^2.
\]

It follows that the linear function \(L(z) = f(0,0) + DF(0,0)z\) satisfies

\[
|L(z) - L(w)| \geq \delta^2|z - w| \text{ for every } z, w \in Q([0,0], 2r). \tag{5.18}
\]

From \(A_1 = L + E, |DE| \leq C\varepsilon\) and \(\varepsilon < C_0\delta^2\) we obtain for \(z, w \in Q([0,0], 2r)\)

\[
|A_1(z) - A_1(w)| \geq |L(z) - L(w)| - |E(z) - E(w)| \geq \delta^2|z - w| - C\varepsilon|z - w| \geq \frac{\delta^2}{2}|z - w|
\]

once \(C_0\) is chosen sufficiently small. It follows that \(A_1 = 1 - 1\) on \(T_1\) and similarly we can show that \(A_2 = 1 - 1\) on \(T_2\).

It remains to show that we cannot have \(A_1(z) = A_2(w)\) for \(z \in T_1\) and \(w \in T_2\). We find \(v \in T_1 \cap T_2\) on the line segment between \(z\) and \(w\). We know that \(A_1 = L + E_1\) and \(A_2 = L + E_2\) with \(|DE_1| \leq C\varepsilon\) and \(|DE_2| \leq C\varepsilon\).
Analogously as above we use $A_1(v) = A_2(v)$ to obtain
\[
|A_1(z) - A_2(w)| \geq |L(z) - L(w)| - |E_1(z) - E_1(v)| - |E_2(v) - E_2(w)| \\
\geq \delta^2|z - w| - C\varepsilon|z - w| - C\varepsilon|z - w| \\
\geq \frac{\delta^2}{2}|z - w| \tag{5.19}
\]

once $C_0$ is chosen sufficiently small. Hence $A$ is $1 - 1$ and thus a homeomorphism on $T_1 \cup T_2$.

Moreover, we can divide $Q([0, 0], 2r)$ into 32 triangles, define quadratic functions $A$ on each of them by (translated and rotated version of) (2.3). Similarly to (5.19) we can even show that $A$ is a homeomorphism on the whole $Q([0, 0], 2r)$ (once $C_0$ is sufficiently small but fixed absolute constant) since we subtract only bounded number of terms $C\varepsilon|z - w|$ in analogy of (5.19).

**Part (iv):** We know that $A_1 = L + E$ where $L(z) = f(0, 0) + Df(0, 0)z$ and $|DE| \leq C\varepsilon$ (see (5.17)). It follows using (5.2) and $|DE| \leq C\varepsilon$ that for $z \in T_1$
\[
|f(z) - A_1(z)| \leq |f(z) - L(z)| + |A_1(z) - L(z)| \\
\leq \varepsilon|z| + |E(z) - E(0, 0)| + |E(0, 0)| \\
\leq \varepsilon r + C\varepsilon r + |E(0, 0)|. \tag{5.20}
\]

Clearly $E(0, 0) = A_1(0, 0) - f(0, 0) = [a_1, b_1] - f(0, 0)$ and the coefficients $[a_1, b_1]$ are given by (see (2.3))
\[
[a_1, b_1] = \int_{B([0, 0], \frac{\varepsilon}{2})} f(z) \, dz.
\]

Hence we obtain using (5.2)
\[
|E(0, 0)| = \left| \int_{B([0, 0], \frac{\varepsilon}{2})} (f(z) - L(z)) \, dz \right| \\
= \left| \int_{B([0, 0], \frac{\varepsilon}{2})} (f(z) - f(0, 0) - Df(0, 0)z) \, dz \right| \tag{5.21}
\]
\[
\leq \varepsilon r.
\]

Our conclusion for $C_1 := 2 + C$ follows from (5.20) and (5.21). \hfill \Box

**Proof of Theorem 1.2.** Let us recall that we have a $W^{2, 1}$ homeomorphism so that $J_f > 0$ a.e. We fix $\eta > 0$ so that the set
\[
\Omega_\eta := \{z \in \Omega : \text{dist}(z, \partial \Omega) > \eta\}
\]

satisfies $\mathcal{L}_2(\Omega \setminus \Omega_\eta) < \frac{\nu}{2}$.

Since $J_f > 0$ a.e. we can fix $\delta > 0$ small enough so that
\[
\Omega_\delta := \left\{ z \in \Omega : J_f(z) > \delta, \|Df(z)\| < \frac{1}{\delta} \right\}
\]

satisfies $\mathcal{L}_2(\Omega \setminus \Omega_\delta) < \frac{\nu}{4}$.

We know that $f$ is differentiable a.e. and that a.e. point is a Lebesgue point for both $Df$ and $D^2f$. It follows that for a.e. $z \in \Omega$ we have
\[
\lim_{w \to z} \frac{|f(w) - f(z) - Df(z)(w - z)|}{|w - z|} = 0,
\]
\[
\lim_{r \to 0^+} \int_{Q(z,r)} |Df(w) - Df(z)|\,dw = 0 \quad \text{and} \quad \lim_{r \to 0^+} \int_{Q(z,r)} |D^2f(w) - D^2f(z)|\,dw = 0.
\]

We fix \(0 < \varepsilon < \min\{C_0\delta^2, \eta, \frac{\delta^2}{8}, \frac{\varepsilon}{2C_1}\}\), where \(C_0\) and \(C_1\) are constants from Theorem 5.1 (iii) and (iv). From previous limits we know that for a.e. \(z\) there is \(r_z > 0\) so that for every \(0 < r \leq r_z\) we have

\[
|f(w) - f(z) - Df(z)(w-z)| < \varepsilon |z-w| \quad \text{for} \quad w \in Q(z,3r),
\]

\[
\int_{Q(z,3r)} |Df(w) - Df(z)|\,dw < \varepsilon \quad \text{and} \quad \int_{Q(z,3r)} |D^2f(w) - D^2f(z)|\,dw < \varepsilon.
\]

Now we fix \(0 < r_0 < \frac{\eta}{100}\) small enough so that the good set

\[
G := \{z \in \Omega_\delta : r_z > r_0\}
\]

satisfies \(L^2(\Omega \setminus G) < \nu\). Now we would like to cover \(\Omega_\eta\) by squares of sidelength \(2r_0\) so that most corners of those squares belong to \(G\). That is for \(z_0 \in Q(0,r)\) we consider

\[
Q_{z_0} := \{Q(z_0 + 2kr_0, r_0) : k \in \mathbb{Z}^2, Q(z_0 + kr_0, r_0) \cap \Omega_\eta \neq \emptyset\}.
\]

Since \(L^2(\Omega \setminus G) < \frac{\nu}{2}\) we can find and fix \(z_0\) so that the number of good vertices (with \(z_0 + 2kr_0 \in G\)) is bigger than the average and we have that

\[
Q := \{Q(z_0 + 2kr_0, r_0) \in Q_{z_0} : z_0 + 2kr_0 \in G\} \text{ satisfies } L^2\left( \bigcup_{Q \in Q_{z_0} \setminus Q} Q \right) < \frac{\nu}{2}.
\]

Now we choose a Whitney type covering of \(\Omega \setminus \bigcup_{Q \in Q_{z_0}} Q\) and our set of squares \(\{Q_i\}_{i=1}^\infty\) for the statement consists of

squares in \(Q_{z_0} \setminus Q\) together with all cubes covering \(\Omega \setminus \bigcup_{Q \in Q_{z_0}} Q\).

It is clear that these squares are locally finite and (5.24) and \(L^2(\Omega \setminus \Omega_\eta) < \frac{\nu}{2}\) imply that

\[
L^2\left( \bigcup_{i=1}^\infty Q_i \right) < \nu.
\]

It remains to define an approximation of \(f\) on \(\bigcup_{Q \in Q} Q\). We first divide each such \(Q\) into two triangles \(T_Q, \tilde{T}_Q\) by joining the lower-right corner with upper-left corner. We denote

\[
\mathcal{T} := \bigcup_{Q \in Q} \{T_Q, \tilde{T}_Q\}.
\]

As a first step we use Theorem 5.1 for each \(T \in \mathcal{T}\) to obtain a piecewise quadratic approximation \(A_T\) there. The assumption (5.1) is verified by the definition of \(\Omega_\delta\) and \(G\) above (recall that corners of \(Q \in \mathcal{Q}\) belong to \(G\)
and assumptions (5.2), (5.3) and (5.4) are verified by (5.22) and (5.23). We define

\[ A(z) = A_T(z) \text{ for } z \in T \text{ and } T \in \mathcal{T}. \]

We know that \( A \) is a homeomorphism on each \( T, T \in \mathcal{T} \), by Theorem 5.1 (iii) and moreover it is a homeomorphism on each \( Q(z_T, 2r) \cap \bigcup_{Q \in Q} Q \), where \( z_T \) is the corresponding vertex of \( T \in \mathcal{T} \), as we have discussed at the end of proof of Theorem 5.1 (iii).

We claim that it is a homeomorphism on the whole \( \bigcup_{Q \in Q} Q \). Assume for contrary that \( A(z) = A(w) \) for some \( z, w \in \bigcup_{Q \in Q} Q, z \neq w \). We find \( z_0 \) a vertex of some triangle \( T \in \mathcal{T} \) so that \( z_0 \in G, z \in T \) and (5.22) holds for \( z_0 \). Since \( A \) is a homeomorphism on \( B(z_0, 2r) \cap \bigcup_{Q \in Q} Q \) we obtain that \( w \notin B(z_0, 2r) \). From Theorem 5.1 (iv) and \( A(z) = A(w) \) we obtain

\[ |f(z) - f(w)| \leq |f(z) - A(z)| + |A(w) - f(w)| \leq 2C_1 r \varepsilon. \]

For every \( v \in \partial B(z_0, 2r) \) we obtain from analogy of (5.18), (5.22) for \( z_0 \) and \( \varepsilon < \frac{\delta^2}{r} \)

\[ |f(v) - f(z)| \geq |Df(z_0)(v - z)| - |f(v) - f(z_0) - Df(z_0)(v - z_0)| 
\[ = |f(z) - f(z_0) - Df(z_0)(z - z_0)| 
\[ \geq \delta^2 |v - z| - \varepsilon(|v - z_0| + |z - z_0|) 
\[ \geq \delta^2 r - \varepsilon 4r > \frac{\delta^2}{2} r. \]

Since \( f \) is a homeomorphism and \( w \notin B(z_0, 2r) \) we obtain now that

\[ |f(z) - f(w)| \geq \inf \{|f(z) - f(v)| : v \in \partial B(z_0, 2r)\} \geq \frac{\delta^2}{2} r. \]

This is a contradiction with (5.25) by our choice of \( \varepsilon < \frac{\delta^2}{4r} \).

We know that \( \Omega \) has bounded measure and triangles in \( \mathcal{T} \) have side length \( r \) and thus \( \# \mathcal{T} \leq \frac{C}{r} \). Now clearly \( A \in W^{2,1}BV \) and singular part of second derivative \( D_s A \) is supported on \( \bigcup_{T \in \mathcal{T}} \partial T \) and corresponds to jump of the derivative there. We estimate it with the help of Theorem 5.1 (ii) as

\[ \int_{\bigcup_{T \in \mathcal{T}}} |D_s^2 A| \leq \# \mathcal{T} C \max_{T_1, T_2 \in T} |D_s^2 A|(T_1 \cap T_2) \leq \# \mathcal{T} C \varepsilon \mathcal{H}^1(\partial T) \leq \frac{C}{\sqrt{r}} C \varepsilon C r = C \varepsilon. \]

Moreover, the absolutely continuous part \( D_a^2 A \) satisfies by Theorem 5.1 (i) and (5.23) (call \( \nu_T \) the corresponding vertex of \( T \))

\[ \int_{\bigcup_{T \in \mathcal{T}}} |D_a^2 A - D_a^2 f| \leq \sum_{T \in \mathcal{T}} \int_T (|D_a^2 A - D_a^2 f(\nu_T)| + |D_a^2 f - D_a^2 f(\nu_T)|) \leq \sum_{T \in \mathcal{T}} C \varepsilon \mathcal{L}_2(T) \leq C \varepsilon \mathcal{L}_2(\Omega). \]
Finally we use Theorem 1.1 for our mapping $A$ to obtain a $C^\infty$ diffeomorphism $g$ on $\bigcup_{T \in T} T$ such that $\|f - g\|_{L^\infty} < \nu$ and using (5.26)

$$
\int_{\bigcup_{T \in T} T} |D^2 f - D^2 g| \leq \int_{\bigcup_{T \in T} T} (|D^2 f - D^2_a A| + |D^2 g - D^2_a A|) \\
\leq C\varepsilon L_2(\Omega) + \varepsilon + C\varepsilon \leq C\nu.
$$

It follows that $\|f - g\|_{W^{2,1}(\bigcup_{T \in T} T, \mathbb{R}^2)} < C\nu.$
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