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Abstract. In this paper we consider the so-called procedure of Continuous Steiner Symmetrization, introduced by Brock in [F. Brock, Math. Nachr. 172 (1995) 25–48 and F. Brock, Proc. Indian Acad. Sci. 110 (2000) 157–204]. It transforms every open set \( \Omega \subset \mathbb{R}^d \) into the ball keeping the volume fixed and letting the first eigenvalue and the torsional rigidity respectively decrease and increase. While this does not provide, in general, a \( \gamma \)-continuous map \( t \mapsto \Omega_t \), it can be slightly modified so to obtain the \( \gamma \)-continuity for a \( \gamma \)-dense class of domains \( \Omega \), namely, the class of polyhedral sets in \( \mathbb{R}^d \). This allows to obtain a sharp characterization of the Blaschke-Santaló diagram of torsion and eigenvalue.
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1. Introduction

The question of making a given open set \( \Omega \subset \mathbb{R}^d \) (through this paper we call it a domain) more and more round, keeping constant its measure, up to reach a ball, was first considered by Steiner, who proposed to use successive symmetrizations through different hyperplanes. More precisely, given a domain \( \Omega \subset \mathbb{R}^d \) and a direction \( \nu \in S^{d-1} \), the Steiner symmetrization of \( \Omega \) with respect to \( \nu \) is defined as

\[
\Omega^* \nu = \left\{ x \in \mathbb{R}^d : |x \cdot \nu| \leq \frac{\varphi(\pi(x))}{2} \right\},
\]

where \( \pi(x) = x - \nu(x \cdot \nu) \) is the projection of any point \( x \in \mathbb{R}^d \) onto the hyperplane orthogonal to \( \nu \) and where, for each \( y \) in this hyperplane,

\[
\varphi(y) = \mathcal{H}^1(\Omega \cap \pi^{-1}(y)),
\]

is the length of the \( y \)-section of \( \Omega \). The set \( \Omega^* \nu \) has the same volume of \( \Omega \) and is a bit “nicer”, in particular it is symmetric through the hyperplane orthogonal to \( \nu \). It is not difficult to guess that, repeating this symmetrization through a sequence of hyperplanes with properly chosen directions, one obtains a sequence \( \Omega_n \) of sets, all with the same measure, which \( \gamma \)-converge as \( n \to \infty \) to a ball. The interest in this symmetrization procedure consists
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in the fact that along the sequence $\Omega_n$ several quantities improve, and become asymptotically optimal as $n \to \infty$. In particular we are interested in the following quantities.

- The first eigenvalue $\lambda(\Omega)$ of the Laplace operator $-\Delta$ with Dirichlet conditions on $\partial \Omega$, defined as the smallest number $\lambda$ providing a nonzero solution to the PDE
  $$-\Delta u = \lambda u \text{ in } \Omega, \quad u \in H^1_0(\Omega),$$
  or equivalently through the minimization of the Rayleigh quotient
  $$\lambda(\Omega) = \min \left\{ \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\Omega} |u|^2 \, dx} : u \in H^1_0(\Omega) \setminus \{0\} \right\}.$$

  An important bound for $\lambda(\Omega)$ is the Faber-Krahn inequality,
  $$|\Omega|^{2/d} \lambda(\Omega) \geq |B|^{2/d} \lambda(B), \quad (1.1)$$
  where $B$ is any ball in $\mathbb{R}^d$.

- The torsional rigidity $T(\Omega)$, defined as $\int_{\Omega} u_{\Omega} \, dx$, where $u_{\Omega}$ is the unique solution of the PDE
  $$-\Delta u = 1 \text{ in } \Omega, \quad u \in H^1_0(\Omega),$$
  or equivalently through the maximization problem
  $$T(\Omega) = \max \left\{ \left( \int_{\Omega} u \, dx \right)^2 \left[ \int_{\Omega} |\nabla u|^2 \, dx \right]^{-1} : u \in H^1_0(\Omega) \setminus \{0\} \right\},$$
  where the maximum is reached by $u_{\Omega}$ itself. Also for $T(\Omega)$ an important inequality is true, that is, the Saint-Venant inequality
  $$|\Omega|^{-(d+2)/d} T(\Omega) \leq |B|^{-(d+2)/d} T(B), \quad (1.2)$$
  where $B$ is any ball in $\mathbb{R}^d$.

The inequalities (1.1) and (1.2) ensure that balls minimize the first eigenvalue, and maximize the torsional rigidity, among sets of given volume. It is easy to verify that the quantities above fulfill the following scaling properties:

$$\lambda(s\Omega) = s^{-2} \lambda(\Omega), \quad T(s\Omega) = s^{d+2} T(\Omega).$$

It is well-known (see for instance [1]) that the Steiner symmetrization decreases the first eigenvalue and increases the torsional rigidity, that is, for every set $\Omega \subset \mathbb{R}^d$ and direction $\nu \in S^{d-1}$ one has

$$\lambda(\Omega^*_{\nu}) \leq \lambda(\Omega), \quad T(\Omega^*_{\nu}) \geq T(\Omega),$$

so that for the sequence $\Omega_n$ defined above one has that $\lambda(\Omega_n)$ (resp. $T(\Omega_n)$) decreases (resp., increases) with respect to $n$, and converges to $\lambda(B)$ (resp., $T(B)$), being $B$ any ball with $|B| = |\Omega|$.

A natural question is whether the discrete approximation can be replaced by a continuous one. More precisely, one would like to have a family $\Omega_t$, with $t \in [0,1]$, such that $\Omega_0 = \Omega$, $\Omega_1 = B$ and such that $t \mapsto \lambda(\Omega_t)$ and $t \mapsto T(\Omega_t)$ are respectively continuously decreasing and continuously increasing. In addition, the family of sets should be continuous with respect to the $\gamma$-convergence, which is the natural convergence for variational problems, and that we briefly recall in Section 2. As described above, successive Steiner symmetrizations allow to
pass from a generic set to the ball, hence it is enough to construct a continuous approximation which transforms a set \( \Omega \) into its Steiner symmetrization \( \Omega_\nu^* \).

An explicit construction of a family \( \Omega_t \) transforming the set \( \Omega \) into its Steiner symmetrization \( \Omega_t^* \), called \textit{continuous Steiner symmetrization}, was proposed by Brock in [9], see also [10]. Previously, other constructions had been proposed, see for instance [6, 15]. With Brock’s construction, that we will briefly describe in Section 3, the quantities \( \lambda(\Omega_t) \) and \( T(\Omega_t) \) are respectively decreasing and increasing, but they are not continuous; more precisely, they are both continuous from the left, and respectively upper and lower semicontinuous from the right (see for instance [11]). The full \( \gamma \)-continuity of Brock’s construction, which implies also the continuity of first eigenvalue and torsional rigidity, only holds on restricted classes of domains, as for instance the class of \textit{convex} domains.

On the other hand, a \( \gamma \)-continuous symmetrization \( \{ \Omega_t \} \) which makes \( \lambda(\Omega_t) \) and \( T(\Omega_t) \) continuously decreasing and increasing would be very useful in several situations. In this paper we show that a simple modification of Brock’s construction is enough to define such a symmetrization for the class of polyhedral domains, which are known to be \( \gamma \)-dense among all domains. Despite the fact that this is a very specific class, the result is enough to prove that the Blaschke-Santaló diagram corresponding to the pair \( \{ \lambda(\Omega), T(\Omega) \} \) is between two graphs. Several other estimates for various kinds of quantities depending on a domain \( \Omega \) are available in the recent literature; we refer the interested reader to [2, 4, 8, 14, 16] and to references therein.

Let us be more precise. Calling \( B \) any ball in \( \mathbb{R}^d \), for every domain \( \Omega \subset \mathbb{R}^d \) we define the quantities

\[
x_\Omega = \frac{|B|^{2/d} \lambda(B)}{|\Omega|^{2/d} \lambda(\Omega)}, \quad y_\Omega = \frac{|B|^{(d+2)/d} T(\Omega)}{|\Omega|^{(d+2)/d} T(B)},
\]

which are respectively the reciprocal of the first eigenvalue \( \lambda(\Omega) \) and the torsional rigidity \( T(\Omega) \), suitably rescaled so to be in the interval \([0, 1] \). The \textit{Blaschke-Santaló diagram} is the subset of \( \mathbb{R}^2 \) given by

\[
E = \{(x, y) \in \mathbb{R}^2 : x = x_\Omega, \ y = y_\Omega \text{ for some domain } \Omega \}.
\]

Since the quantities \( x_\Omega \) and \( y_\Omega \) above are scaling invariant, in the definition of the subset \( E \) we may limit ourselves to consider only domains \( \Omega \) with \( |\Omega| = 1 \). Our two main results are then the following.

**Theorem 1.1.** For every polyhedron \( \Omega \subset \mathbb{R}^d \) (not necessarily connected) there exists a \( \gamma \)-continuous map \( [0, 1] \ni t \mapsto \Omega_t \subset \mathbb{R}^d \) such that every set \( \Omega_t \) has the same measure, \( \Omega_0 = \Omega, \ \Omega_1 = \text{a ball} \), and the quantities \( t \mapsto \lambda(\Omega_t) \) and \( t \mapsto T(\Omega_t) \) are respectively continuously decreasing and continuously increasing.

**Theorem 1.2.** There exists an increasing function \( h : [0, 1] \to [0, 1] \) such that the Blaschke-Santaló diagram \( E \) coincides with the region of \([0, 1] \times [0, 1] \) between the two curves

\[
y = x^{(d+2)/2} \quad \text{and} \quad y = h(x).
\]

More precisely,

\[
\left\{(x, y) \in [0, 1]^2 : x^{(d+2)/2} < y < h(x) \right\} \subset E \subset \left\{(x, y) \in [0, 1]^2 : x^{(d+2)/2} \leq y \leq h(x) \right\},
\]

\[\tag{1.3}\]

In addition, for every \( x \in [0, 1] \) the function \( h \) satisfies

\[
x^{(d+2)/2} \left( \left[ x^{-d/2} \right] + \left( x^{-d/2} - \left[ x^{-d/2} \right] \right)^{(d+2)/d} \right) \leq h(x) \leq \frac{xd(d+2)^2}{2xd + (d+2)(d+2)} \lambda(B),
\]

\[\tag{1.4}\]

where \( \lfloor \cdot \rfloor \) denotes the integer part, and \( B \) is a ball of radius 1.
The approach we use to obtain Theorem 1.2 is rather general. Namely, we show that $E$ is “downward and rightward convex”. More precisely, for every $(x_0, y_0) \in E$ we prove that all the points $(x, y) \in (x_0, 1) \times (0, y_0)$ with $y \geq x^{(d+2)/2}$ belong to $E$. In the proof of this convexity property the $\gamma$-continuous Steiner symmetrization for polyhedra is crucial and the characterization of the structure of the set $E$ could be of great help in the analysis of several shape optimization problems. We briefly discuss the limit cases in the inclusions (1.3) in the final Remark 5.2.

The plan of the paper is the following. In Section 2 and in Section 3 we quickly describe the $\gamma$-convergence and the continuous Steiner symmetrization of Brock. Then, in Section 4 and in Section 5 we prove respectively Theorems 1.1 and 1.2.

2. THE $\gamma$-CONVERGENCE

In this section we recall the definition of $\gamma$-convergence, together with its main properties. For a more detailed analysis we refer to the book [12]. For simplicity we always assume that all the domains we consider are contained in a fixed bounded set $D \subset \mathbb{R}^d$, which makes no difference for our purposes.

**Definition 2.1.** We say that a sequence $\{\Omega_n\}$ of open sets $\gamma$-converges to the open set $\Omega$ if for every right-hand side $f \in H^{-1}(D)$ the solutions $u_n$ of the PDEs

$$-\Delta u_n = f \text{ in } \Omega_n, \quad u_n \in H^1_0(\Omega_n),$$

each extended by zero on $D \setminus \Omega_n$, converge weakly in $H^1(D)$ to the solution $u$ of

$$-\Delta u = f \text{ in } \Omega, \quad u \in H^1(D).$$

We summarize here below the main properties of the $\gamma$-convergence. We refer to [12] for all the details, properties, and proofs.

1. The $\gamma$-convergence can be defined in a similar way for quasi-open sets $\Omega \subset D$ or more generally for capacitary measures $\mu$ confined into $D$ (that is $\mu = +\infty$ outside $D$). For a capacitary measure $\mu$ the corresponding PDE is written as

$$-\Delta u + \mu u = f \text{ in } D, \quad u \in H^1(D) \cap L^2_\mu(D),$$

and has to be intended it in the weak sense, that is, $u \in H^1(D) \cap L^2_\mu(D)$ and

$$\int_D \nabla u \nabla \phi \, dx + \int_D u \phi \, d\mu = \langle f, \phi \rangle \quad \forall \phi \in H^1_0(D) \cap L^2_\mu(D).$$

2. The space $\mathcal{M}$ of capacitary measures above, endowed with the $\gamma$-convergence, is a compact space.

3. Open sets or more generally quasi-open sets belong to $\mathcal{M}$; for a given domain $\Omega$ the element of $\mathcal{M}$ representing it is the measure defined for all Borel sets $E \subset D$ as

$$\infty_{\Omega E}(E) = \begin{cases} 0 & \text{if } \text{cap}(E \cap \Omega) = 0 \\ +\infty & \text{otherwise.} \end{cases}$$

4. In Definition 2.1 requiring the convergence of the solutions $u_n$ to $u$ for every right-hand side $f$ is equivalent to require the convergence $u_n \rightarrow u$ only for $f \equiv 1$ and in the $L^2(D)$ sense. In particular, calling $u_\mu$ the solution of the PDE $-\Delta u + \mu u = 1$ in $H^1_0(D) \cap L^2_\mu$, the quantity

$$d_\gamma(\mu_1, \mu_2) = \|u_{\mu_1} - u_{\mu_2}\|_{L^2(D)},$$

is a metric for the $\gamma$-convergence $\gamma$. We refer to [12] for all the details, properties, and proofs.
is a distance on the space $\mathcal{M}$ of capacitary measures, which is equivalent to $\gamma$-convergence, and so $\mathcal{M}$ endowed with the distance $d_\gamma$ is a compact metric space.

Several subclasses of $\mathcal{M}$ are dense with respect to the $\gamma$-convergence (see Prop. 4.3.7 and Rem. 4.3.8 of [12]). For instance:

(i) the class of measures $a(x)\, dx$ with $a \geq 0$ and smooth;
(ii) the class of smooth domains $\Omega \subset D$.

As a consequence of (ii) above we also have the $\gamma$-density of

(iii) the class of polyhedral domains $\Omega \subset D$.

(5) The first eigenvalue $\lambda(\Omega)$ (as well as all the other eigenvalues $\lambda_k(\Omega)$) and the torsional rigidity $T(\Omega)$ are continuous with respect to the $\gamma$-convergence.

3. The continuous Steiner symmetrization

In this section we describe the continuous Steiner symmetrization studied by Brock in [9, 10]. As described in the introduction, this is a path of open sets $\Omega_t$ which start from a given open set $\Omega_0 = \Omega$ and end with the Steiner symmetrical $\Omega_\infty = \Omega^*_{\nu}$ of $\Omega$ with respect to a given direction $\nu \in S^{d-1}$. In this construction the variable $t$ ranges from 0 to $+\infty$, while in Theorem 1.1 we preferred to use $t \in [0, 1]$, this is clearly only a matter of taste and does not make any real difference.

In order to describe this symmetrization, the important issue is to discuss the one-dimensional case. Let us start assuming that $\Omega = (a, b)$ is an open segment in $\mathbb{R}$. In this case, for every $t$ the set $\Omega_t$ is again a segment $(a_t, b_t)$ of length $b_t - a_t = b - a$, which moves towards right with velocity $(b_t + a_t)/2$. In other words, the position of the barycenter $m_t = (b_t + a_t)/2$ is given by $e^{-t}m_0$, and in particular $\Omega_\infty = (-(a + b)/2, (a + b)/2)$ is the Steiner symmetrical of $\Omega$.

Let us now assume that $\Omega \subset \mathbb{R}$ is given by a finite union of open segments with disjoint closures. In this case, for small $t$ each of the segments moves according with the above rule. There is then a smallest time $t_1 > 0$ when two consecutive segments meet, so in particular $\Omega_{t_1}$ is given by a finite union of segments, and (at least) two of them have a common endpoint. Let us call $\Omega_{t_1} = \text{Int}(\Omega_{t_1})$, that is, we add to the set $\Omega_{t_1}$ the common endpoints. The set $\Omega_{t_1}^+$ is then a finite union of open segments with disjoint closures, and for $t > t_1$ with small difference $t - t_1$ we can define $\Omega_t = (\Omega_{t_1}^+)^{t-t_1}$. Again, there is a smallest time $t_2 > t_1$ when two consecutive segments meet, and so on. After a finite number of junctions, the set $\Omega_t$ is then remained a single segment, and then we leave it evolve to the symmetric segment $\Omega_\infty$ as already described.

As shown by Brock, there is a general rule which works for all the open subsets of $\mathbb{R}$, and which reduces to the one depicted above in the case of finitely many segments.

The construction in $\mathbb{R}^d$ is basically one-dimensional. Calling, for every $y \in \mathbb{R}^d$ orthogonal to the direction $\nu$, $\Omega^y$ the $y$-section of $\Omega$, made by all points $x$ of $\Omega$ such that $y - x$ is parallel to $\nu$, one simply defines $\Omega_t$ the set such that, for every $y$, $(\Omega_t)^y = (\Omega_0^y)_t$. As shown in [9–11, 13], the family of sets $\Omega_t$ has various properties. They are all sets with the same measure, being $\Omega_0 = \Omega$ and $\Omega_\infty = \Omega^*_\nu$. In addition, the first eigenvalue $\lambda(\Omega_t)$ and the torsional rigidity $T(\Omega_t)$ are respectively decreasing and increasing with respect to $t$. More precisely, they are both continuous from the left, and they can have jumps from the right. One can say even more, that is, if $s \not> t$ then the sets $\Omega_s$ are $\gamma$-converging to $\Omega_t$.

The reason why the sets behave badly if $s \not< t$ can be easily understood with an example. Let us assume that $\Omega = \Omega_0$ has a U-shape as in Figure 1, and that $\nu$ is the horizontal vector. The set $\Omega$ already coincides with $\Omega^*_\nu$ below a height $y_0$, hence for every $t > 0$ the sets $\Omega_0$, $\Omega_t$ and $\Omega_\infty = \Omega^*_\nu$ coincide below this height. For a small time $\sigma > 0$, the two “legs” of $\Omega$ have become closer, and they have already met below a height $y_\sigma$, hence below this height all the sets $\Omega_t$ coincide for $t > \sigma$. There is then a particular time $\tau$ when the two internal, vertical segments in the boundary of $\Omega_\tau$ coincide. Notice that the set $\Omega^*_\tau$ defined above consists in the set $\Omega_\tau$ together with the internal, vertical segment, and actually $\Omega_t = \Omega^*_\tau = \Omega_\infty = \Omega^*_\nu$ for every $t > \tau$. It is obvious that the functions $t \mapsto \lambda(\Omega_t)$ and $t \mapsto T(\Omega_t)$ are continuous for $0 \leq t \leq \tau$, and according with Brock’s result they are also respectively decreasing and increasing. After the time $\tau$, instead, since the vertical segment suddenly disappears, there is clearly a jump in both functions.
4. The case of the polyhedra

This section is devoted to consider the case of polyhedra, and to show Theorem 1.1. The idea is simple; if \( \Omega \) is a polyhedron then, similarly to what happens in the example considered in Figure 1, the path \( t \mapsto \Omega_t \) is already \( \gamma \)-continuous, except at finitely many instants where a \((d-1)\)-dimensional wall suddenly disappears. It is then sufficient to modify the construction letting these “walls” smoothly disappear in a positive time, gaining then the \( \gamma \)-continuity. In the proof, the assumption that \( \Omega \) is a polyhedron is crucial. We will then conclude this section with an example showing that even for smooth domains the argument does not work.

Proof (of Thm. 1.1). Let \( \Omega \subset \mathbb{R}^d \) be a polyhedron, and let \( \nu \in S^{d-1} \) be a given direction. Notice that also the set \( \Omega^* \) is a polyhedron. As already said in the introduction, for every open set \( A \) compactly contained in \( D \) we call \( u_A \) the torsion function, i.e., the unique solution of the PDE \(-\Delta u = 1\) in \( H^1_0 \), extended by 0 in \( D \setminus A \).

Moreover, for every \( t > 0 \), we define \( \Omega^+_t = \text{Int}(\Omega_t) \).

Let us fix some \( t \geq 0 \). First of all, we can prove that

\[
|\Omega_t| = |\Omega^+_t|.
\]

In fact, \( \Omega_t \) is a polyhedron, hence for every \( y \) orthogonal to \( \nu \) the section \((\Omega_t)^y\) is done by a finite number of segments. As a consequence, \((\Omega^+_t)^y \setminus (\Omega_t)^y\) is done by a finite number of points, thus \( \mathcal{H}^1((\Omega_t)^y) = \mathcal{H}^1((\Omega_t)^y) \).

We can also observe that \((\Omega^+_t)^y \subseteq \Omega^+_t\). In fact, if \( x \not\in (\Omega^+_t)^y \), this means that some nontrivial segment centered at \( x \) and parallel to \( \nu \) has empty intersection with \( \Omega^+_t \). And again since \( \Omega_t \) is a polyhedron this means that a small cube centered at \( x \) does not intersect \( \Omega_t \), and so \( x \not\in ((\Omega^+_t)^y) \). Since of course \( \Omega_t \subseteq \Omega^+_t \), we have then by Fubini Theorem

\[
|\Omega_t| \leq |\Omega^+_t| = \int_{y \perp \nu} \mathcal{H}^1((\Omega^+_t)^y) \, d\mathcal{H}^{N-1}(y) \leq \int_{y \perp \nu} \mathcal{H}^1(\overline{\Omega^+_t}) \, d\mathcal{H}^{N-1}(y)
\]

\[
= \int_{y \perp \nu} \mathcal{H}^1(\Omega^+_t) \, d\mathcal{H}^{N-1}(y) = |\Omega_t|,
\]

which proves (4.1).

Let now \( s_n \searrow t \) be a sequence converging to \( t \) from above. The functions \( u_{\Omega_{s_n}} \) form a bounded sequence in \( H^1_0(D) \), hence a subsequence converges to some function \( \bar{u} \) weakly in \( H^1_0(D) \), so in particular strongly in \( L^2(D) \).

We claim that, since \( \Omega \) is a polyhedron, then

\[
\bar{u} \in H^1_0(\Omega^+_t).
\]

(4.2)
To prove this fact, we call for brevity $A = \Omega_t^+$, and we set $A_\varepsilon = \{x : |B(x, \varepsilon) \cap A| > 0\}$ for every $\varepsilon > 0$. Notice that both $A$ and $A_\varepsilon$ are polyhedra, and $A_\varepsilon \setminus A$ is a polyhedron with boundary $\partial (A_\varepsilon \setminus A) = \partial A_\varepsilon \cup \partial A$. Moreover, by construction we have that $\Omega_s, \subseteq A_\varepsilon$ for every $n$ large enough, depending on $\varepsilon$. As a consequence, we have that $\bar{u} \in H^1_0(A_\varepsilon)$, so in particular $\bar{u} = 0$ almost everywhere on $D \setminus A_\varepsilon$, and since this holds for every $\varepsilon > 0$ then $\bar{u} = 0$ a.e. on $D \setminus \cap_{\varepsilon>0} A_\varepsilon$. Again minding that $A$ is a polyhedron, the set $D \setminus \cap_{\varepsilon>0} A_\varepsilon$ coincides with $D \setminus A$, hence with $D \setminus A$ up to a set of null measure. In other words, $\bar{u} \in H^1_0(D)$ is a function which equals 0 almost everywhere on $D \setminus A$. Notice carefully that this does not imply $\bar{u} \in H^1_0(A)$, for a general open set. Nevertheless, as noticed above $A_\varepsilon \setminus A$ is a polyhedron with boundary $\partial A_\varepsilon \cup \partial A$. The fact that $\bar{u} = 0$ almost everywhere in $A_\varepsilon \setminus A$ implies that the trace of $u$ is zero on $\partial (A_\varepsilon \setminus A)$, hence in particular on $\partial A$. And finally, this means $\bar{u} \in H^1_0(A)$, which is (4.2). This inclusion is crucial, and it is false in general if $\Omega$ is not a polyhedron, even being smooth does not suffice, see Example 4.1. This is the reason why Theorem 1.1 is stated for polyhedra.

Notice now that by (4.2)

$$T(\Omega_t^+) \geq \left( \int \bar{u} \, dx \right)^2 \frac{\limsup_{n \to \infty} \left( \int \left| \nabla u_n \right|^2 \, dx \right)}{\left| \nabla \bar{u} \right|^2} \geq \limsup_{n \to \infty} \left( \int \frac{\nabla u_n}{\nabla \bar{u}} \, dx \right)^2 = \limsup_{n \to \infty} T(\Omega_n) \geq T(\Omega_t^+) .$$

The last inequality is true because the torsional rigidity increases with time and, by definition, for every $s > t$ one has that $\Omega_s = (\Omega_t)_s = (\Omega_t^+)_s$. By the above chain of inequalities, and by the uniqueness of the torsion function, we deduce that $\bar{u} = u_{\Omega_t^+}$. Therefore, since the convergence of $u_{\Omega_n}$ to $u_{\Omega_t} = \bar{u}$ is strong also in $L^1$, we deduce that the sets $\Omega_s$, when $s \setminus t$, $\gamma$-converge to $\Omega_t^+$.

Observe now that, by construction, $\Omega_t$ is an open set contained in $\Omega_t^+$, and they have the same measure by (4.1). By the maximum principle we have $u_{\Omega_t} \leq u_{\Omega_t^+}$, thus

$$d_\gamma(\Omega_t, \Omega_t^+) = \|u_{\Omega_t} - u_{\Omega_t^+}\|_{L^1} = \int (u_{\Omega_t^+} - u_{\Omega_t}) \, dx = T(\Omega_t^+) - T(\Omega_t).$$

Again using the fact that $\Omega$ is a polyhedron, there can be at most finitely many instants $t_1 < t_2 < \cdots < t_N$ such that the above difference is strictly positive, thus the path $t \mapsto \Omega_t$ is already $\gamma$-continuous in $\mathbb{R}_+ \setminus \{t_1, t_2, \ldots, t_N\}$.

Let now $t$ be any of the instants $t_j$. We aim to define an increasing family of sets $\Omega_{t,\eta}$, for $0 \leq \eta \leq 1$, ranging from $\Omega_{t,0} = \Omega_t$ to $\Omega_{t,1} = \Omega_t^+$, in a $\gamma$-continuous way. The idea is simple, and it is already contained in [11]. We define a large cube $Q$, with sides parallel to the coordinate axes and side $\ell$, containing $D$. We can then split $Q$ as the essentially disjoint union of $2^d$ cubes $Q_j$, for $1 \leq j \leq 2^d$, each with side $\ell/2$. Analogously, each cube $Q_j$ is the union of cubes $Q_{j,h}$ with $1 \leq h \leq 2^d$ and side $\ell/4$, and so on. For every finite sequence $J = \{j_1, j_2, \ldots, j_m\}$ of length $m$ in $\{1, 2, \ldots, 2^d\}$, we call

$$\eta_J = \sum_{i=1}^{m-1} (j_i - 1)2^{-id} + jm2^{-md} \in (0, 1),$$

and we call $Seq(d)$ the set of those finite sequences, which is a dense subset of $[0,1]$. For every $0 \leq \eta \leq 1$, we call

$$Q(\eta) = \bigcup \left\{ Q_J : J \in Seq(d), \eta_J < \eta \right\},$$

so that $\eta \mapsto Q(\eta)$ is an increasing family of sets ranging from $Q(0) = \emptyset$ to $Q(1) = Q$. Finally, we define $\Omega_{t,\eta} = \Omega_t \cup (\Omega_t^+ \cap Q(\eta))$, so that $\eta \mapsto \Omega_{t,\eta}$ is an increasing family of sets starting with $\Omega_{t,0} = \Omega_t$ and ending with
Figure 2. The set of Example 4.1 and a zoom of $R_1$ showing that it meets $I_1$ tangentially.

$\Omega_{t,1} = \Omega_t^+$. All the sets have the same volume by (4.1), and since the sets are increasing with $\eta$ then the first eigenvalue and the torsional rigidity are respectively decreasing and increasing. Finally, the map $\eta \mapsto \Omega_{t,\eta}$ is $\gamma$-continuous by construction, since the capacity of the cubes goes to 0 when the side goes to 0.

It is now clear how to modify the definition of the sets $\Omega_t$, replacing every instant $\{t_j\}$ with a closed time interval of width 1, in such a way the map $[0, +\infty[ \ni t \mapsto \Omega_t$ is $\gamma$-continuous between $\Omega$ and $\Omega_\nu^+$ and the first eigenvalue and the torsional rigidity are monotone (respectively decreasing and increasing) and continuous.

It is then sufficient to perform the same construction countably many times in different directions, so to eventually obtain a family of sets that $\gamma$-converge to a ball. By reparametrizing the variable $t$, we can let it vary in the closed interval $[0, 1]$.

A quick look to the proof makes it clear that the assumption that $\Omega$ is a polyhedron is crucial at many steps. In particular, having defined $A = \Omega_t^+$, we have observed that the function $\bar{u}$ belongs to $H_0^1(D)$ and is 0 almost everywhere outside of $A$, and we have deduced that $\bar{u} \in H_0^1(A)$. For a domain $A$ with the additional property that $A = \text{Int}(A)$, this is in general false, even if $A$ is smooth. Instead, as we have observed, this is true for a polyhedron. Keep in mind that the inclusion $\bar{u} \in H_0^1(A)$ was essential to obtain that $\lambda(\Omega_{t}^+) = \lim_{s \searrow t} \lambda(\Omega_s)$, and without this equality the whole construction cannot work. In other words, for general domains, even smooth, we do not have the guarantee that the above equality holds true. We can now present an example to show that the strict inequality may actually occur.

Example 4.1. We build a simple situation of a regular domain $\Omega$ such that for some $t \geq 0$ the inequality $\lambda(\Omega_{t}^+) > \lim_{s \searrow t} \lambda(\Omega_s)$ occurs. For simplicity we work with a planar domain, but it is simple to modify the example for any dimension $d \geq 3$. As depicted in Figure 2, we remove from the open rectangle $(-1, 1) \times (0, 1)$ countably many closed “curved rectangles” $R_i$, $i \in \mathbb{N}$ and the whole segment $S = \{0\} \times (0, 1)$. As in the figure, each rectangle is symmetric with respect to the segment $S$, and it is much thinner than high. Moreover, we call $I_i = R_i \cap S$. Notice that this is an open set, and it is possible to find a smooth domain $\Omega$ and some $t > 0$ such that, having taken the direction $\nu = (1, 0)$, this set coincides with $\Omega_t$ (in fact, the “curved rectangles” $R_i$ have to meet the intervals $I_i$ tangentially, as the zoom in the figure explains).

We can select the intervals $I_i$ in such a way that they are dense in $S$, but their total length is much less than the length of $S$. In particular, the capacity of the union of the sets $R_i$ can be made very small. By definition of the continuous Steiner symmetrization, each hole $R_i$ is shrunk after the time $t$, and it is completely filled at some $s > t$. In particular, for each $s > t$ only finitely many holes $R_i$ are not completely filled in $\Omega_s$. In other words, $\Omega_s$ looks more or less as $\Omega_t$, with the crucial difference that it has only finitely many holes, and more importantly that it contains most of the segment $S$ (only the part of $S$ contained in the surviving rectangles is not contained in $\Omega_s$). Therefore, since the capacity of the surviving holes is less than the capacity of the complete union of the $R_i$, which is small, then $\lambda(\Omega_s)$ is only slightly larger than the first eigenvalue of the whole
rectangle \((-1, 1) \times (0, 1)\). On the other hand, \(\Omega_t\) coincides with \(\Omega^+_t\), because since the intervals \(I_i\) are dense in \(S\) then no point of \(S\) can be contained in \(\Omega^+_t\). In particular, \(\Omega^+_t\) is contained in \((-1, 1) \times (0, 1) \setminus S\), thus its first eigenvalue is larger than \(\lambda((-1, 1) \times (0, 1) \setminus S) = \lambda((0, 1) \times (0, 1))\), which is much bigger than \(\lambda(\Omega_s)\) for each \(s > t\).

5. Application to the Blaschke-Santaló diagram

The study of Blaschke-Santaló diagrams is a very powerful way to treat shape optimization problems, which are in general rather difficult to attack because the class of admissible shapes do not have strong functional properties and very often limits of sequences of shapes (in particular \(\gamma\)-limits) are not shapes any more. If \(A(\Omega)\) and \(B(\Omega)\) are two shape functionals (a similar argument can be used for a larger number of them) many shape optimization problems can be written in the form

\[
\min \{ F(A(\Omega), B(\Omega)) : |\Omega| = m \},
\]

where the Lebesgue measure constraint is very natural in this kind of problems. Sometimes, the presence of additional geometric constraints (as for instance convexity of admissible shapes or other geometric bounds a priori imposed) makes the above problem easier, since extra compactness properties can be deduced. When the quantities \(A(\Omega)\) and \(B(\Omega)\) fulfill suitable scaling relations as

\[
A(t\Omega) = t^\alpha A(\Omega), \quad B(t\Omega) = t^\beta B(\Omega),
\]

and if the function \(F\) is expressed through powers, as

\[
F(A, B) = A^p B^q,
\]

the Lebesgue measure constraint \(|\Omega| = m\) can be incorporated in the scaling free functional

\[
F(\Omega) = \frac{A^p(\Omega)B^q(\Omega)}{|\Omega|^{(\alpha p + \beta q)/d}} = \left( \frac{A(\Omega)}{|\Omega|^{\alpha/d}} \right)^p \left( \frac{B(\Omega)}{|\Omega|^{\beta/d}} \right)^q,
\]

and the minimum problem above can be reformulated as the minimum problem for \(F\) without any Lebesgue measure constraint.

The Blaschke-Santaló diagram for the pair \(A(\Omega), B(\Omega)\) is the subset of the Euclidean space \(\mathbb{R}^2\) given by

\[
E = \left\{ (x, y) \in \mathbb{R}^2 : x = \frac{A(\Omega)}{|\Omega|^{\alpha/d}}, \ y = \frac{B(\Omega)}{|\Omega|^{\beta/d}} \text{ for some } \Omega \right\}.
\]

In this way our shape optimization problem (5.1) can be reduced to the optimization problem on \(\mathbb{R}^2\) given by

\[
\min \{ F(x, y) : (x, y) \in E \}.
\]

In general the full characterization of the Blaschke-Santaló diagram \(E\) is a difficult problem and often only some bounds can be obtained. In the present paper we consider the quantities \(\lambda(\Omega)\) and \(T(\Omega)\) and we try to identify the set \(E\) in this case. In order to have the set \(E\) included in the square \([0, 1] \times [0, 1]\) it is convenient to take the rescaled variables

\[
x = \frac{|B^{(d+2)/d} T(\Omega)|}{|\Omega|^{(d+2)/d} \lambda(\Omega)}, \quad y = \frac{|B^{(d+2)/d} T(\Omega)|}{|\Omega|^{(d+2)/d} \lambda(\Omega)},
\]
Figure 3. The colored region, obtained by the inequalities (5.4) and (5.5), contains the Blaschke-Santaló diagram $E$ for $\lambda(\Omega)$ and $T(\Omega)$ in the case $d = 2$.

being $B$ a ball of radius 1. In this way the Kohler-Jobin inequality (see for instance [3])

$$\lambda(\Omega)T^{2/(d+2)}(\Omega) \geq \lambda(B)T^{2/(d+2)}(B),$$

becomes, in the $x, y$ variables,

$$y \geq x^{(d+2)/2}.$$  \hspace{1cm} (5.4)

Instead, the Polya inequality $\lambda(\Omega)T(\Omega) < |\Omega|$ (see [3]) becomes

$$y < \frac{|B|}{\lambda(B)T(B)}x.$$  \hspace{1cm} (5.5)

A slight improvement of this inequality has been obtained in [5], where it is proved that

$$\lambda(\Omega)T(\Omega) \leq |\Omega| \left(1 - \frac{2d|B|^{2/d}}{d+2} \frac{T(\Omega)}{|\Omega|^{(d+2)/d}}\right),$$

which, by (5.2) and since a simple calculation ensures $T(B) = \omega_d/(d(d+2))$, gives

$$y \leq \frac{|B|x}{\lambda(B)T(B)} \left(1 - \frac{2xd}{2xd + (d+2)\lambda(B)}\right).$$

In Figure 3 we plot the bounds (5.4) and (5.5) in the case of dimension two, which are

$$x^2 \leq y \leq \frac{8x}{x + j_0^2},$$

being $j_0 = 2.4048 \ldots$ the first zero of the Bessel function $J_0$.

We start to study some properties of the Blaschke-Santaló diagram $E$. 
Lemma 5.1. For every \((x_0, y_0) \in E\) there exists a sequence of continuous curves \((x_n(\sigma), y_n(\sigma))\) in \(E\), with \(\sigma \in [0, 1]\), such that \((x_n(0), y_n(0)) = (x_0, y_0)\), converging uniformly to the curve
\[
x(\sigma) = (1 - \sigma)^2 x_0, \quad y(\sigma) = (1 - \sigma)^{d+2} y_0, \quad \sigma \in [0, 1]
\]
which connects the point \((x_0, y_0)\) with the origin. In Cartesian coordinates the limit curve is the graph of the function
\[
y = y_0 \left(\frac{x}{x_0}\right)^{(d+2)/2} \quad x \in [0, x_0].
\]

Proof. Let \(\Omega\) be a domain which gives the point \((x_0, y_0) \in E\), that is
\[
x_0 = \frac{|B|^{2/d} \lambda(B)}{|\Omega|^{2/d} \lambda(\Omega)}, \quad y_0 = \frac{|B|^{(d+2)/d} T(\Omega)}{|\Omega|^{(d+2)/d} T(B)}.
\]
For every \(n\) let
\[
a_n = 1 - n^{-1/d}
\]
and, for \(\sigma \in [0, 1]\), let \(\Omega^\sigma_n\) be the domain which consists of the union of \((1 - a_n \sigma) \Omega\) and \(n - 1\) disjoint copies of \(\left(\frac{1 - (1 - a_n \sigma)^d}{n-1}\right) \Omega\). We have \(|\Omega^\sigma_n| = |\Omega|\) and
\[
\begin{align*}
\lambda(\Omega^\sigma_n) &= (1 - a_n \sigma)^{-2} \lambda(\Omega) \\
T(\Omega^\sigma_n) &= \left(1 - a_n \sigma)^d + (n - 1)^{-2/d} (1 - (1 - a_n \sigma)^d)^{(d+2)/d}\right) T(\Omega).
\end{align*}
\]
In terms of \((x, y)\) variables we have the curve
\[
\begin{align*}
x_n(\sigma) &= x_0 (1 - a_n \sigma)^2 \\
y_n(\sigma) &= y_0 \left[(1 - a_n \sigma)^{d+2} + (n - 1)^{-2/d} (1 - (1 - a_n \sigma)^d)^{(d+2)/d}\right] \quad \sigma \in [0, 1],
\end{align*}
\]
or, in Cartesian coordinates,
\[
y = y_0 \left[\left(\frac{x}{x_0}\right)^{(d+2)/2} + (n - 1)^{-2/d} \left(1 - \left(\frac{x}{x_0}\right)^{d/2}\right)^{(d+2)/d}\right] \quad \frac{x}{x_0} \in \left[\frac{1}{1 - a_n}, 1\right]. \quad (5.6)
\]
It is immediate to see the uniform convergence of the sequence of curves \((x_n(\sigma), y_n(\sigma))\) to the limit curve
\[
x(\sigma) = (1 - \sigma)^2 x_0, \quad y(\sigma) = (1 - \sigma)^{d+2} y_0, \quad \sigma \in [0, 1],
\]
as required.

We are now in a position to prove our result concerning the structure of the Blaschke-Santaló diagram \(E\) of all points \((x, y) \in \mathbb{R}^2\) with \(x\) and \(y\) given by \((5.2)\).

Proof (of Thm. 1.2). In order to prove the existence of an increasing function \(h\) satisfying \((1.3)\) it is enough to show that, for every \((x_0, y_0) \in E\), all the points \((x, y) \in [0, 1]^2\) with \(y > x^{(d+2)/2}\) and with \(x > x_0\), \(y < y_0\) are also contained in \(E\). To obtain this convexity property we rely on Theorem 1.1 and Lemma 5.1. More precisely, let \((x_0, y_0) \in E\), and let us first assume that it corresponds via \((5.2)\) to a polyhedron \(\Omega\). Let then \(\Omega_t\), with \(t \in [0, 1]\), be the \(\gamma\)-continuous map given by Theorem 1.1, and let \(\varphi : [0, 1] \to E\) be the map given by \(\varphi(t) = (x_t, y_t)\), where \((x_t, y_t)\) is given by \((5.2)\) with \(\Omega_t\) in place of \(\Omega\). By Theorem 1.1, \(\varphi\) is a curve which continuously connects \((x_0, y_0)\) with \((1, 1)\), and which is increasing in both variables. For every \(0 \leq t \leq 1\), by Lemma 5.1 we have a sequence \(\xi_n, t\) of continuous curves, explicetly given by \((5.6)\) and contained in \(E\), all starting from \((x_t, y_t)\) and uniformly...
converging, for \( n \to \infty \), to the function \( \xi_{\infty, t}(x) = y_t(x/x_t)^{(d+2)/2}, \) \( x \in [0, x_t] \). A simple continuity argument, graphically depicted in Figure 4, implies then that all the points \((x, y)\) with \( x_0 < x < 1 \) and \( x^{(d+2)/2} < y < y_0 \) belong to \( E \). More precisely, let us fix any pair \((x, y)\) with \( x_0 < x < 1 \) and \( x^{(d+2)/2} < y < y_0 \). Since all the curves \( \xi_{n, t} \) uniformly converge to the curves \( \xi_{\infty, 0} \), there exists some large \( n \) with the property that all the points \( \xi_{n, t}(1) \) have second coordinate strictly smaller than \( y \). Moreover, the second coordinate of the point \( \xi_{n, t}(1) \) is \( y_t > t \).

Therefore, the graph of \( \xi_{n, t} \) has a single point with second coordinate equal to \( y \), and the first coordinate of such point can be either strictly smaller than \( x \), or strictly larger, or equal (we will briefly say that the graph \( \xi_{n, t} \) passes respectively on the left, or on the right, or through \((x, y)\)). Since the graph of \( \xi_{\infty, 0} \) passes on the left of \((x, y)\) and the graph of \( \xi_{\infty, 1} \) passes on the right, and since the curves \( \xi_{n, 0} \) and \( \xi_{n, 1} \) uniformly converge to \( \xi_{\infty, 0} \) and \( \xi_{\infty, 1} \), then up to further increase \( n \) we can assume that the graphs of \( \xi_{n, 0} \) and \( \xi_{n, 1} \) respectively pass on the left and on the right of the point \((x, y)\). We fix then such \( n \), and we consider the curves \( \xi_{n, t} \) for \( t \in [0, 1] \). By continuity in the \( t \) variable, there exists some \( \bar{t} \in (0, 1) \) such that the graph of \( \xi_{n, \bar{t}} \) passes through \((x, y)\). And in turn, since such graph is contained in \( E \) then we have \((x, y) \in E \) as stated.

Let us now take a generic point \((x_0, y_0) \in E\), corresponding to an open domain \( \Omega \). Let \( \{\Omega_k\}_{k \in \mathbb{N}} \) be a sequence of polyhedra which approximate \( \Omega \) from inside, hence which \( \gamma \)-converge to \( \Omega \). Let us also call \((x_k, y_k)\) the numbers given by (5.2) with \( \Omega_k \) in place of \( \Omega \). Let us also call \((x_k, y_k)\) the numbers given by (5.2) with \( \Omega_k \) in place of \( \Omega \), so that the points \((x_k, y_k)\) converge to \((x_0, y_0)\). Let again \((x, y)\) be a pair with \( x_0 < x < 1 \) and \( x^{(d+2)/2} < y < y_0 \), and let us prove that \((x, y) \in E\). The argument already presented for polyhedra ensures that this is true if \( x > x_k \) and \( y < y_k \) for some \( k \in \mathbb{N} \), and in turn this is obviously true for \( k \) large enough since \((x_k, y_k) \to (x_0, y_0)\).

As already noticed at the beginning, this shows the existence of an increasing function \( h \) satisfying (1.3) follows. Finally, concerning the bound (1.4) on \( h \), the upper one coincides with (5.5), and the lower one is proved in ([3], Prop. 7.2).

**Remark 5.2.** We conclude with a short discussion about the equalities in (1.3). More precisely, it would be interesting to determine whether or not the points \((x, y) \in [0, 1]^2 \) with \( y = x^{(d+2)/2} \) or with \( y = h(x) \) belong
to $E$. The first part is actually known. Indeed, as observed in [7, Rem. 4.2], the Kohler-Jobin inequality (5.3) is strict for every set $\Omega$ which is not a ball. Therefore, the point $(x, x^{(d+2)/2})$ does not belong to $E$ for every $0 \leq x < 1$, while of course $(1, 1) \in E$, since it corresponds to the ball. Instead, we do not know whether the points $(x, h(x))$ belong to $E$ for $0 < x < 1$.

**Remark 5.3.** Along all the paper we considered as domains $\Omega$ the open subsets of $\mathbb{R}^d$. Thanks to the $\gamma$-density of the class of polyhedral sets seen in Section 2, the statement of Theorem 1.2 would have been the same if the Blaschke-Santaló diagram $E$ was defined by means of the larger class of *quasi-open* sets (i.e. positivity sets of $H^1(\mathbb{R}^d)$ functions), or even more generally by means of capacitary measures of the class $\mathcal{M}$.

**Remark 5.4.** It seems reasonable to guess that $h$ is one-to-one, or equivalently that it is continuous and *strictly* increasing. However, we are not aware of an argument which could prove this statement. Much more importantly, it seems reasonable to guess that the claim of Theorem 1.1 should be valid for every open set, not just for polyhedra. Such a result would be extremely interesting, but it seems that our argument cannot be applied to sets which are not polyhedra, even if they are smooth. The main reason is that, even for a smooth set, a bad behaviour as the one depicted in Example 4.1 could in principle happen for all the directions $\nu$, and this would probably force to find a completely different argument, not relying on Brock’s construction as starting brick.
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