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1. Introduction

Linear-quadratic (LQ) optimal control is one of the most important research topics in control theory. On one hand, it usually admits elegant optimal state feedback control and optimal value through the famous Riccati equation. On the other hand, it has widely applications in many fields, such as engineering, management science and mathematical finance.

Since the pioneering work of Wonham [16], stochastic LQ problem has been extensively studied by numerous researchers. For instance, Bismut [1] was the first one that studied stochastic LQ problems with random coefficients. But he could not solve the related stochastic Riccati equation (SRE) in general. Tang [15] proved the existence and uniqueness of the SRE and solved the general stochastic LQ problem with uniformly positive control weighting matrix. Chen et al. [2] studied the indefinite stochastic LQ problem which is different obviously...

Stochastic LQ problems on infinite time horizon were studied in Ait Rami and Zhou [13], Yao, Zhang and Zhou [17] via algebraic Riccati equations, linear matrix inequality and semidefinite programming techniques. While its application in tracking a financial benchmark was studied in Yao, Zhang and Zhou [18]. Sun and Yong [14] proved the equivalence of open-loop solvabilities, closed-loop solvabilities of the infinite horizon LQ problem and the existence of a static stabilizing solution to the associated algebraic Riccati equations. Chen and Zhou [3] addressed the conic stabilizability of the controlled stochastic differential equations with cone constraints, and solved the corresponding stochastic LQ problem on infinite horizon via stabilizing solutions of two related ESREs. Li et al. [11] studied a stochastic LQ problem with Markovian jumps on infinite time horizon. And for elaborate illustrations on regime switching models, one is referred to Yin and Zhang [19].

All the above results on stochastic LQ problems on infinite horizon were established under the assumption that the coefficients in the problem are constants (matrices). When the coefficients are random, Guatteri and Tessitore [5] studied stochastic LQ problem on infinite horizon and infinite dimensional state space, but the control variable is absent in the diffusion of the state. Guatteri and Masiero [4] studied infinite horizon and ergodic stochastic LQ problems. Pu and Zhang [12] studied stochastic LQ problem on infinite horizon with cone control constraint. The cost weighting matrices of the control are assumed to be uniformly positive and there is no regime switching in the above three papers.

In this paper, we study a stochastic LQ problem on infinite time horizon with regime switching and random coefficients, where the control variable has to be constrained in a cone. And the control weighting matrix in the cost functional is allowed to be possibly singular. The state process is shown to satisfy both the $L^2$-stable condition (see e.g. Def. 2.1 in [18]) and the mean-square stabilizing condition (see e.g. Def. 2.1 in [3] or [14]). To solve the control problem, we introduce two systems of BSDEs termed extended stochastic Riccati equations (ESREs) on infinite time horizon. Approximated by a sequence of BSDEs on finite time horizon, we prove that the two systems of ESREs admit nonnegative solutions. Eventually we solve the stochastic LQ problem with the help of the ESREs and some approximation techniques. The uniqueness of solutions for the ESREs is deduced by a verification argument.

The main contributions of this paper include at least the following three parts. Firstly, we prove that the two systems of ESREs on infinite horizon have nonnegative solutions from a point of view of BSDE without using the value function of stochastic LQ problem. Thus our method is interesting in its own right in BSDE theory and may have applications in solving other BSDEs. Secondly, in obtaining the optimal state feedback control and optimal value of the stochastic LQ problem, we do not use the stochastic maximum principle as in [4, 12]. So our method is more directly than [4, 12]. Thirdly, we can handle the systems of ESREs on infinite horizon and stochastic LQ problem when the control weighting matrix is singular. To the best of our knowledge, this is the first paper concerning stochastic LQ problem on infinite time horizon with random coefficients and singular control weighting matrices.

This paper is organised as follows. In Section 2, we formulate a stochastic LQ problem on infinite time horizon with regime switching, random coefficients, and portfolio constraint. Section 3 introduces two systems of ESREs and gives some remarks about the two equations. Sections 4 and 5 are concerned about the global solvability of two systems of ESREs and stochastic LQ problems in standard case and singular case, respectively. In Section 6, we apply the general results to solve a lifetime portfolio selection problem of tracking a given wealth level with regime switching and portfolio constraint. Some concluding remarks are given in Section 7.

2. Problem formulation

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a fixed complete probability space on which are defined a standard $n$-dimensional Brownian motion $W(t) = (W_1(t), \ldots, W_n(t))'$ and a continuous-time stationary Markov chain $\alpha_t$ valued in a finite state space $\mathcal{M} = \{1, 2, \ldots, \ell\}$ with $\ell > 1$. We assume $W(t)$ and $\alpha_t$ are independent processes. The Markov chain
has a generator $Q = (q_{ij})_{t \times t}$ with $q_{ij} \geq 0$ for $i \neq j$ and $\sum_{j=1}^{t} q_{ij} = 0$ for every $i \in M$. Define the filtrations $\mathcal{F}_t = \sigma\{W(s), \alpha_s : 0 \leq s \leq t\} \vee \mathcal{N}$ and $\mathcal{F}_t^W = \sigma\{W(s) : 0 \leq s \leq t\} \vee \mathcal{N}$, where $\mathcal{N}$ is the totality of all the $\mathbb{P}$-null sets of $\mathcal{F}$.

**Notation**

We use the following notation throughout the paper:

\[
L^2_{\mathcal{F}_t}(\Omega; \mathbb{R}) = \left\{ \xi : \Omega \to \mathbb{R} \mid \xi \text{ is } \mathcal{F}_t\text{-measurable, and } \mathbb{E}(|\xi|^2) < \infty \right\},
\]

\[
L^2_{\mathcal{F}}(0, \infty; \mathbb{R}) = \left\{ \phi : [0, \infty) \times \Omega \to \mathbb{R} \mid \phi(\cdot) \text{ is an } \{\mathcal{F}_t\}_{t \geq 0}\text{-predictable process with } \mathbb{E}\int_0^\infty |\phi(t)|^2 dt < \infty \right\},
\]

\[
L^2_{\mathcal{F}}^{\text{loc}}(0, \infty; \mathbb{R}) = \left\{ \phi : [0, \infty) \times \Omega \to \mathbb{R} \mid \phi(\cdot) \text{ is an } \{\mathcal{F}_t\}_{t \geq 0}\text{-predictable process with } \mathbb{E}\int_0^T |\phi(t)|^2 dt < \infty \text{ for any } T > 0 \right\},
\]

\[
L^\infty_{\mathcal{F}}(0, \infty; \mathbb{R}) = \left\{ \phi : [0, \infty) \times \Omega \to \mathbb{R} \mid \phi(\cdot) \text{ is an } \{\mathcal{F}_t\}_{t \geq 0}\text{-predictable essentially bounded process} \right\}.
\]

These definitions are generalized in the obvious way to the cases that $\mathcal{F}$ is replaced by $\mathcal{F}^W$ and $\mathbb{R}$ by $\mathbb{R}^n$, $\mathbb{R}^{n \times m}$ or $\mathbb{S}^m$, where $\mathbb{S}^m$ is the set of symmetric $m \times m$ real matrices.

In our argument, “almost surely” and “almost everywhere” (a.e.) may be suppressed for notation simplicity in some circumstances when no confusion occurs.

We now introduce the problem that will be investigated in this paper. Consider the following controlled $\mathbb{R}$-valued linear stochastic differential equation (SDE):

\[
\begin{align*}
    &dX(t) = [A(t, \alpha_t)X(t) + B(t, \alpha_t)u(t)] dt + [C(t, \alpha_t)X(t) + D(t, \alpha_t)u(t)]^\prime dW(t), \ t \geq 0, \\
    &X(0) = x, \ \alpha_0 = i_0,
\end{align*}
\]

(2.1)

where $A(t, \omega, i)$, $B(t, \omega, i)$, $C(t, \omega, i)$, $D(t, \omega, i)$ are all $\{\mathcal{F}^W_t\}_{t \geq 0}$-predictable processes of suitable sizes for $i \in M$, $x \in \mathbb{R}$ and $i_0 \in M$ are known, and $u(\cdot)$ is the control. Let $\Gamma \subset \mathbb{R}^m$ be a given closed cone, i.e., $\Gamma$ is closed, and if $u \in \Gamma$, then $\lambda u \in \Gamma$, for all $\lambda \geq 0$. It represents the constraint set for controls. The class of admissible controls is defined as the set

\[
\mathcal{U} := \left\{ u(\cdot) \in L^2_{\mathcal{F}}(0, \infty; \mathbb{R}^m) \mid u(\cdot) \in \Gamma \right\}.
\]

If $u(\cdot) \in \mathcal{U}$ and $X(\cdot)$ is the associated (unique) solution of (2.1), then we refer to $(X(\cdot), u(\cdot))$ as an admissible pair.

Let us now state our stochastic linear quadratic optimal control problem (stochastic LQ problem, for short) as follows:

\[
\begin{align*}
    &\text{Minimize} \quad J_\infty(x, i_0, u(\cdot)) \\
    &\text{subject to} \quad (X(\cdot), u(\cdot)) \text{ admissible for (2.1)},
\end{align*}
\]

(2.2)
where the cost functional is given as the following quadratic form
\[
J_{\infty}(x, i_0, u(\cdot)) := \mathbb{E} \int_0^\infty \left( Q(t, \alpha_t) X(t)^2 + u(t)' R(t, \alpha_t) u(t) \right) dt.
\] (2.3)

The associated value function is defined as
\[
V(x, i_0) := \inf_{u \in \mathcal{U}} J_{\infty}(x, i_0, u(\cdot)), \quad x \in \mathbb{R}, \ i_0 \in \mathcal{M}.
\]

Throughout this paper, we put the following assumptions on the coefficients.

**Assumption 2.1.** For all \(i \in \mathcal{M},\)
\[
\begin{align*}
A(t, \omega, i) &\in L_{F, \mathbb{W}}^\infty(0, \infty; \mathbb{R}), \\
B(t, \omega, i) &\in L_{F, \mathbb{W}}^\infty(0, \infty; \mathbb{R}^m), \\
C(t, \omega, i) &\in L_{F, \mathbb{W}}^\infty(0, \infty; \mathbb{R}^n), \\
D(t, \omega, i) &\in L_{F, \mathbb{W}}^\infty(0, \infty; \mathbb{R}^{n \times m}), \\
Q(t, \omega, i) &\in L_{F, \mathbb{W}}^\infty(0, \infty; \mathbb{R}), \\
R(t, \omega, i) &\in L_{F, \mathbb{W}}^\infty(0, \infty; \mathbb{S}^m).
\end{align*}
\]

**Assumption 2.2.** For all \(i \in \mathcal{M},\)
\[
2A(i) + C(i)' C(i) \leq -\rho, \quad \text{where } \rho > 0 \text{ is a deterministic constant.}
\]

Under Assumptions 2.1 and 2.2, there exists a constant \(c_1 > 0\) such that \(Q(t, i) \leq c_1\) for all \(i \in \mathcal{M}.\) Since \(0 \in \mathcal{U},\)
\[
\inf_{u \in \mathcal{U}} J_{\infty}(x, i_0, u(\cdot)) \leq J_{\infty}(x, i_0, 0) \leq c_1 x^2 \int_0^\infty e^{-\rho t} dt = \frac{c_1}{\rho} x^2.
\]

So the value function \(V(x, i_0)\) of problem (2.2) is bounded from above. If it is also bounded from below, then the problem is well-posed, namely it has a finite optimal value.

Problem (2.2) is said to be solvable, if there exists a control \(u^*(\cdot) \in \mathcal{U}\) such that
\[
-\infty < J_{\infty}(x, i_0, u^*(\cdot)) \leq J_{\infty}(x, i_0, u(\cdot)), \quad \forall u(\cdot) \in \mathcal{U},
\]
in which case, \(u^*(\cdot)\) is called an optimal control for problem (2.2), and the optimal value is
\[
V(x, i_0) := \inf_{u \in \mathcal{U}} J_{\infty}(x, i_0, u(\cdot)) = J_{\infty}(x, i_0, u^*(\cdot)).
\]

**Remark 2.3.** Under Assumptions 2.1 and 2.2, for any \(u(\cdot) \in L_{F}^2(0, \infty; \mathbb{R}^m),\) the corresponding state process \(X(\cdot)\) of (2.1) indeed satisfies both the \(L^2\)-stable condition (see e.g. Def. 2.1 in [14]):
\[
X(\cdot) \in L_{F}^2(0, \infty; \mathbb{R}),
\]
and the mean-square stabilizing condition (see e.g. Def. 2.1 in [3] or [11]):
\[
\lim_{T \to \infty} \mathbb{E}[X(T)^2] = 0.
\]
In fact, applying Itô’s lemma to \(X(\cdot)^2\), we have (the argument \((t, \alpha_t)\) are suppressed for notation simplicity),

\[
X(T)^2 = x^2 + \int_0^T (2A + C^tC)X^2 + 2X(B + D^tC)^t u + u'D'Du) \, dt + \int_0^T 2X(CX + Du)^t W.
\]

Let

\[
\tau_n = \inf \left\{ T \geq 0 : \int_0^T |X(CX + Du)|^2 \, dt > n \right\}.
\]

Because \(X(\cdot)\) is continuous, it is locally bounded almost surely. Hence, \(\{\tau_n\}\) is a non-decreasing sequence of stopping times such that \(\lim_{n \to \infty} \tau_n = \infty\) and

\[
\mathbb{E}[X(T \wedge \tau_n)^2] = x^2 + \mathbb{E} \int_0^{T \wedge \tau_n} \left( 2A + C^tC \right) X^2 + 2X(B + D^tC)^t u + u'D'Du) \, dt.
\]

By Assumptions 2.1, 2.2 and the elementary inequality \(2ab \leq \frac{\rho}{2} a^2 + \frac{2}{\rho} b^2\), we have

\[
0 \leq \mathbb{E}[X(T \wedge \tau_n)^2] \leq x^2 + \mathbb{E} \int_0^{T \wedge \tau_n} \left( -\rho X^2 + \frac{\rho}{2} X^2 + \frac{2}{\rho} |(B + D^tC)^t u|^2 + u'D'Du \right) \, dt
\]

\[
\leq x^2 + \mathbb{E} \int_0^{T \wedge \tau_n} \left( -\frac{\rho}{2} X^2 + c|u|^2 \right) \, dt,
\]

for some deterministic constant \(c > 0\), so

\[
\frac{\rho}{2} \mathbb{E} \int_0^{T \wedge \tau_n} X^2 \, dt \leq x^2 + c \mathbb{E} \int_0^{T \wedge \tau_n} |u|^2 \, dt \leq x^2 + c \mathbb{E} \int_0^\infty |u|^2 \, dt.
\]

First passing \(n \to \infty\) and then passing \(T \to \infty\), by the monotone convergence theorem, we proved that \(X(\cdot)\) satisfies the \(L^2\)-stable condition \(X(\cdot) \in L^2_\mathbb{F}(0, \infty; \mathbb{R})\). As a consequence, there exists a deterministic sequence \(\{T_i\}\) with \(\lim_{i \to \infty} T_i = \infty\) such that

\[
\lim_{i \to \infty} \mathbb{E}[X(T_i)^2] = 0.
\]

Fix \(i\). Let

\[
\theta_n = \inf \left\{ S \geq T_i : \int_{T_i}^{S} |X(t)(C(t)X(t) + D(t)u(t))|^2 \, dt > n \right\}.
\]

Then \(\{\theta_n\}\) is a non-decreasing sequence of stopping times such that \(\lim_{n \to \infty} \theta_n = \infty\). For \(T > T_i\), applying Itô’s lemma to \(X(\cdot)^2\) on \([T_i, T \wedge \theta_n]\), and using a similar argument as above, we get

\[
\mathbb{E}[X(T \wedge \theta_n)^2] \leq \mathbb{E}[X(T_i)^2] + \mathbb{E} \int_{T_i}^{T \wedge \theta_n} \left( -\frac{\rho}{2} X^2 + c|u|^2 \right) \, dt \leq \mathbb{E}[X(T_i)^2] + \mathbb{E} \int_{T_i}^\infty c|u|^2 \, dt.
\]

Passing \(n \to \infty\) and using Fatou’s lemma, we obtain

\[
\mathbb{E}[X(T)^2] \leq \mathbb{E}[X(T_i)^2] + \mathbb{E} \int_{T_i}^\infty c|u|^2 \, dt,
\]
which gives

\[
\limsup_{T \to \infty} \mathbb{E}[X(T)^2] \leq \mathbb{E}[X(T_i)^2] + \mathbb{E}\int_{T_i}^{\infty} c|u|^2 dt.
\]

Because the right hand side converges to 0 as \(i \to \infty\), we conclude

\[
\lim_{i \to \infty} \mathbb{E}[X(T)^2] = 0.
\]

3. The extended stochastic Riccati equations

To tackle problem (2.2), we first introduce two related \(\ell\)-dimensional BSDEs on infinite time horizon. For \(\Lambda \in \mathbb{R}^n\) and \(P \in \mathbb{R}\) with \(PD(t,i)'D(t,i) + R(t,i) > 0\), set

\[
H_1(t, \omega, P, \Lambda, i) = \inf_{v \in \mathcal{F}} \left[ v'(PD(t,i)'D(t,i) + R(t,i))v + 2v'(PB(t,i) + PD(t,i)'C(t,i) + D(t,i)'\Lambda) \right],
\]

\[
H_2(t, \omega, P, \Lambda, i) = \inf_{v \in \mathcal{F}} \left[ v'(PD(t,i)'D(t,i) + R(t,i))v - 2v'(PB(t,i) + PD(t,i)'C(t,i) + D(t,i)'\Lambda) \right].
\]

Because \(PD(t,i)'D(t,i) + R(t,i)\) is positive definite, \(H_1\) and \(H_2\) are well-defined, that is, \(\mathbb{R}\)-valued. Clearly, they are non-positive as \(0 \in \Gamma\).

We introduce the following two \(\ell\)-dimensional ESREs on infinite time horizon (remind that the arguments \(t\) and \(\omega\) are suppressed):

\[
\begin{aligned}
&dP_1(i) = -\left[ (2A(i) + C(i)'C(i))P_1(i) + 2C(i)'\Lambda_1(i) + Q(i) \\
&\quad + H_1(P_1(i), \Lambda_1(i), i) + \sum_{j=1}^{\ell} q_{ij} P_1(j) \right] dt + \Lambda_1(i)'dW; \\
&\quad R(i) + P_1(i)D(i)'D(i) > 0, \quad \text{for all } i \in \mathcal{M};
\end{aligned}
\] (3.1)

and

\[
\begin{aligned}
&dP_2(i) = -\left[ (2A(i) + C(i)'C(i))P_2(i) + 2C(i)'\Lambda_2(i) + Q(i) \\
&\quad + H_2(P_2(i), \Lambda_2(i), i) + \sum_{j=1}^{\ell} q_{ij} P_2(j) \right] dt + \Lambda_2(i)'dW; \\
&\quad R(i) + P_2(i)D(i)'D(i) > 0, \quad \text{for all } i \in \mathcal{M}.
\end{aligned}
\] (3.2)

The equations (3.1) and (3.2) are referred to as the ESREs. By a solution \((P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}\) to (3.1), we mean \((P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}\) satisfying (3.1) in an arbitrary finite time horizon and \((P_1(i), \Lambda_1(i)) \in L^2_{\mathcal{F}} W(0, \infty; \mathbb{R}) \times L^2_{\mathcal{F}} W(0, \infty; \mathbb{R})\) for all \(i \in \mathcal{M}\). Furthermore, a solution of (3.1) is called nonnegative (respectively uniformly positive) if \(P_1(i) \geq 0\) (respectively \(P_1(i) \geq c\) for some constant \(c > 0\)) for all \(i \in \mathcal{M}\). Solutions for ESRE (3.2) are defined similarly.

**Remark 3.1.** If \(\Gamma\) is symmetric, namely, \(-v \in \Gamma\) whenever \(v \in \Gamma\), then \(H_1(P, \Lambda, i) = H_2(P, \Lambda, i)\). In particular, if there is no control constraint, i.e. \(\Gamma = \mathbb{R}^m\), then they are both equal to

\[
-[(PB(i) + D(i)'(PC(i) + \Lambda)]'(R(i) + PD(i)'D(i))^{-1}[PB(i) + D(i)'(PC(i) + \Lambda)].
\]
Furthermore, (3.1) and (3.2) reduce to the same $\ell$-dimensional stochastic Riccati equation on infinite time horizon:

\[
\begin{align*}
\frac{dP(i)}{dt} &= -\left[(2A(i) + C(i)C(i))P(i) + 2C(i)\Lambda(i) + Q(i)
- [PB(i) + D(i)(PC(i) + \Lambda)(R(i) + PD(i)D(i))^{-1}[PB(i) + D(i)(PC(i) + \Lambda)]
+ \sum_{j=1}^{\ell} q_{ij}P(j)\right]dt + \Lambda(i)^{\prime}dW,
\end{align*}
\]

\[
R(i) + P(i)D(i)^{\prime}D(i) > 0, \quad \text{for all } i \in \mathcal{M}.
\]

**Remark 3.2.** If $\ell = 1$ (namely, there is no regime switching), then (3.1) and (3.2) become, respectively, the following ESREs on infinite time horizon:

\[
\begin{align*}
\frac{dP_1}{dt} &= -\left[(2A + C^\prime C)P_1 + 2C^\prime \Lambda_1 + Q + H_1(P_1, \Lambda_1)\right]dt + \Lambda_1^{\prime}dW,
R + P_1D^{\prime}D > 0;
\end{align*}
\]

and

\[
\begin{align*}
\frac{dP_2}{dt} &= -\left[(2A + C^\prime C)P_2 + 2C^\prime \Lambda_2 + Q + H_2(P_2, \Lambda_2)\right]dt + \Lambda_2^{\prime}dW,
R + P_2D^{\prime}D > 0.
\end{align*}
\]

For the case that $m = n = 1$, $\Gamma = \mathbb{R}^+$ and $R$ is uniformly positive, these two equations are studied in [12].

**Remark 3.3.** If all the coefficients $A, B, C, D, Q, R$ are deterministic continuous and bounded functions of $(t, i)$, then (3.1) and (3.2) have deterministic solutions, where $\Lambda_1(i) = \Lambda_2(i) = 0$ for all $i \in \mathcal{M}$, and $P_1(i), P_2(i)$ satisfy, respectively, the following systems of ordinary differential equations (ODE) on infinite time horizon:

\[
\begin{align*}
\frac{dP_1(i)}{dt} &= -\left[(2A(i) + C(i)C(i))P_1(i) + Q(i) + H_1(P_1(i), 0, i) + \sum_{j=1}^{\ell} q_{ij}P_1(j)\right]dt,
R(i) + P_1(i)D(i)^{\prime}D(i) > 0, \quad \text{for all } i \in \mathcal{M};
\end{align*}
\]

and

\[
\begin{align*}
\frac{dP_2(i)}{dt} &= -\left[(2A(i) + C(i)C(i))P_2(i) + Q(i) + H_2(P_2(i), 0, i) + \sum_{j=1}^{\ell} q_{ij}P_2(j)\right]dt,
R(i) + P_2(i)D(i)^{\prime}D(i) > 0, \quad \text{for all } i \in \mathcal{M}.
\end{align*}
\]

Furthermore, if all the coefficients $A, B, C, D, Q, R$ only depend on $i$, then they are also equivalent to the following systems of deterministic algebraic Riccati equations:

\[
\begin{align*}
(2A(i) + C(i)C(i))P_1(i) + Q(i) + H_1(P_1(i), 0, i) + \sum_{j=1}^{\ell} q_{ij}P_1(j) = 0,
R(i) + P_1(i)D(i)^{\prime}D(i) > 0, \quad \text{for all } i \in \mathcal{M};
\end{align*}
\]
Remark 3.4. If all the coefficients $A, B, C, D, Q, R$ are constant matrices, and $\Gamma = \mathbb{R}^m$, then $P_1(1) = P_2(1) = \cdots = P_1(\ell) = P_2(\ell), \Lambda_1(i) = \Lambda_2(i) = 0$ for all $i \in M$. Both (3.1) and (3.2) become

$$
\begin{align*}
(2A + C'C)P + Q - P^2(B' + C'D)(R + PD'D)^{-1}(B + D'C) &= 0.
\end{align*}
$$

Furthermore, if $2A + C'C < 0, B \neq 0, D \equiv 0, Q > 0, R > 0$, then (3.1) has two solutions

$$
\begin{align*}
\tilde{P} &= -(2A + C'C) + \sqrt{(2A + C'C)^2 + 4B'R^{-1}BQ} \\
\hat{P} &= -(2A + C'C) - \sqrt{(2A + C'C)^2 + 4B'R^{-1}BQ}, \quad 2(2A + C'C)
\end{align*}
$$

So the solution of (3.1) as well as that of (3.2) may not be unique. However, we will show the nonnegative solutions to them are unique in the following two sections.

In the sequel, we will study the solvability of ESREs (3.1) and (3.2) as well as problem (2.2) in two cases separately: (1) standard case, in which $R(i)$ is uniformly positive definite; (2) singular case, in which $R(i)$ is positive semidefinite. Here “singular” means that the control weight matrix $R(i)$ in the cost functional (2.3) could be probably a singular matrix.

4. STANDARD CASE

In this section, we will study the solvability of ESREs (3.1) and (3.2) as well as problem (2.2) under the following assumption.

Assumption 4.1 (Standard case). $Q(i) \geq 0$ and $R(i) \geq \delta I_{m \times m}$ for all $i \in M$, where $\delta$ is some positive constant.

Under Assumption 4.1, clearly we have $J_\infty(x, i_0, u(\cdot)) \geq 0$, for all $(x, i_0, u) \in \mathbb{R} \times M \times \mathcal{U}$. Therefore, problem (2.2) is well-posed with a nonnegative optimal value.

4.1. Solvability of the extended stochastic Riccati equations

Our first result on the solvability of ESREs (3.1) and (3.2) is given as follows.

Theorem 4.2 (Standard case). Under Assumptions 2.1, 2.2 and 4.1, there exists a nonnegative solution $(P_1(i), \Lambda_1(i))_{i \in M}$ to (3.1) (respectively, $(P_2(i), \Lambda_2(i))_{i \in M}$ to (3.2)).

In the rest of this subsection, we prove Theorem 4.2. We only prove the existence of a solution to (3.1), and the argument for (3.2) is similar. Our method is first to approximate (3.1) by a sequence of BSDEs on finite time horizon, and then pass to the limit.
For any $N > 0$, consider the following system of BSDEs on $[0,N]$:

\[
\begin{aligned}
    dP_{1,N}(i) &= -\left[(2A(i) + C(i)'C(i))P_{1,N}(i) + 2C(i)'\Lambda_{1,N}(i) + Q(i)\right. \\
    & \quad + H_1(P_{1,N}(i), \Lambda_{1,N}(i), i) + \sum_{j=1}^{\ell} q_{ij}P_{1,N}(j)\right]dt + \Lambda_{1,N}(i)'dW, \\
    P_{1,N}(N, i) &= 0, \\
    R(i) + P_{1,N}(i)D(i)'D(i) > 0, \quad \text{for all } i \in M.
\end{aligned}
\]  

(4.1)

By Theorem 3.5 in [7], under Assumptions 2.1, 2.2 and 4.1, BSDE (4.1) admits a unique solution $(P_{1,N}(i), \Lambda_{1,N}(i))_{i \in M}$, such that $(P_{1,N}(i), \Lambda_{1,N}(i)) \in L_{\mathbb{P}}^\infty(0, N; \mathbb{R}) \times L_{\mathbb{P}}^2(0, N; \mathbb{R}^n)$ and $P_{1,N}(i) \geq 0$ for all $i \in M$. We simply extend $(P_{1,N}(i), \Lambda_{1,N}(i))$ to $[0, +\infty)$ by setting $P_{1,N}(t, i) = 0$, $\Lambda_{1,N}(t, i) = 0$ for $t > N$. Clearly the extended solution is nonnegative.

In order to pass to the limit, we need to show the solution is upper bounded, uniformly in $N$, and monotone increasing with respect to $N$. They are contained in the subsequent two lemmas.

**Lemma 4.3.** Under Assumptions 2.1, 2.2 and 4.1, we have $P_{1,N}(i) \leq c_1$ for all $i \in M$, where $c_1 > 0$ is a constant such that $Q(i) \leq c_1$ for all $i \in M$.

**Proof.** Notice that $H_1(t, p, \Lambda) \leq 0$, from the proof of Theorem 3.5 in [7], we have

\[
P_{1,N}(t, i) \leq \frac{c_1}{\rho}(1 - e^{-\rho(N-t)}) \leq \frac{c_1}{\rho}.
\]

So the solution of (4.1) is upper bounded uniformly in $N$. \hfill \Box

**Lemma 4.4.** Under Assumptions 2.1, 2.2 and 4.1, we have $P_{1,N}(i) \leq P_{1,M}(i)$, if $N \leq M$.

**Proof.** Let $a > 0$ be sufficiently small such that $R(i) - aD(i)'D(i) > 0$ for all $i \in M$. For every $i \in M$, define

\[
(U_M(t, i), V_M(t, i)) = \left(\ln (P_{1,M}(t, i) + a), \frac{\Lambda_{1,M}(t, i)}{P_{1,M}(t, i) + a}\right),
\]

and

\[
(U_N(t, i), V_N(t, i)) = \left(\ln (P_{1,N}(t, i) + a), \frac{\Lambda_{1,N}(t, i)}{P_{1,N}(t, i) + a}\right).
\]

Then $\ln a \leq U_M(t, i) \leq \ln(c_1/\rho + a)$ by Lemma 4.3. By Itô’s lemma, $(U_M(t, i), V_M(t, i))_{i \in M}$ satisfies the following $\ell$-dimensional BSDE:

\[
\begin{aligned}
    dU_M(i) &= -\left[(2A(i) + C(i)'C(i))(1 - ae^{-U_M(i)}) + 2C(i)'V_M(i) + Q(i)e^{-U_M(i)}\right. \\
    & \quad + \bar{H}(U_M(i), V_M(i), i) + \frac{1}{2}V_M(i)'V_M(i) + \sum_{j=1}^{\ell} q_{ij}e^{U_M(j)-U_M(i)}\right]dt + V_M(i)'dW, \\
    U_M(M, i) &= \ln a, \quad \text{for all } i \in M,
\end{aligned}
\]

where

\[
\bar{H}(U, V, i) = \inf_{v \in \bar{F}} \left[v'(1 - ae^{-U})D(i)'D(i) + R(i)e^{-U}v + 2v'(1 - ae^{-U})(B(i) + D(i)'C(i) + D(i)'V)\right].
\]
Set
\[
(\tilde{U}(t, i), \tilde{V}(t, i)) = (U_M(t, i) - U_N(t, i), V_M(t, i) - V_N(t, i)).
\]

Noticing that \(U_M(t, i) = \ln a, V_M(t, i) = 0\) for \(t > M\), we have
\[
\tilde{U}(t, i) = \int_t^M \left[ \left( (Q(i) - 2aA(i) - aC(i)C(i))(e^{-U_M(i)} - e^{-U_N(i)}) + 2C(i)\tilde{V}(i) + \frac{Q(i)}{a}I_{\{s \geq N\}} \right.ight.
\]
\[
+ \tilde{H}(U_M(i), V_M(i), i) - \tilde{H}(U_N(i), V_N(i), i) + (V_M(i) + V_N(i))\tilde{V}(i)
\]
\[
\left. + \sum_{j=1}^\ell q_{ij}(e^{U_M(j) - U_M(i)} - e^{U_N(j) - U_N(i)}) \right] ds - \int_t^M \tilde{V}(i)'dW.
\]

Furthermore, by Itô’s lemma,
\[
(\tilde{U}(t, i) -)^2 = \int_t^M \left[ -2\tilde{U}(i)^-(Q(i) - 2aA(i) - aC(i)C(i))(e^{-U_M(i)} - e^{-U_N(i)}) \right.
\]
\[
- 4\tilde{U}(i)^-C(i)\tilde{V}(i) - 2\tilde{U}(i)^-\frac{Q(i)}{a}I_{\{s \geq N\}}
\]
\[
- 2\tilde{U}(i)^-(\tilde{H}(U_M(i), V_M(i), i) - \tilde{H}(U_N(i), V_N(i), i))
\]
\[
- 2\tilde{U}(i)^-(V_M(i) + V_N(i))\tilde{V}(i) - \tilde{V}(i)^2I_{\{\tilde{U}(i) < 0\}}
\]
\[
- 2\tilde{U}(i)^-\sum_{j=1}^\ell q_{ij}(e^{U_M(j) - U_M(i)} - e^{U_N(j) - U_N(i)}) \right] ds + \int_t^M 2\tilde{U}(i)^-\tilde{V}(i)dW.
\]

Notice that \(-2\tilde{U}(i)^-\frac{Q(i)}{a}I_{\{s \geq N\}} \leq 0\), using similar method as Theorem 3.5 in [7], we can prove \(\tilde{U}(t, i)^- = 0\) for a.e. \(t \in [0, M]\) and all \(i \in \mathcal{M}\). This completes the proof. \(\square\)

We are now ready to prove Theorem 4.2 by passing to the limit.

**Proof of Theorem 4.2.** For any fixed \(T > 0\), we choose \(N > T\) in (4.1). From Lemma 4.4 and Lemma 4.3, \(P_N(i)\) is non-decreasing w.r.t. \(N\) and has a uniform upper bound \(\frac{c_i}{p}\). Therefore we can define an \(\{F_t^W\}_{t \geq 0}\)-predictable process \(P_1^T(t, i)\) by
\[
P_1^T(t, i) := \lim_{N \to \infty} P_{1,N}(t, i), \text{ for all } i \in \mathcal{M}.
\]

Note that \(P_1^T(i)\) does not depend on \(T\), and we take this notation just for convenience.

Note that \(P_{1,N}(i) \leq \frac{c_i}{p}\) and

\[
|H_1(P_{1,N}(i), \Lambda_{1,N}(i), i)| \leq \frac{1}{\delta} |P_{1,N}(i)B(i) + P_{1,N}(i)D(i)'C(i) + D(i)'\Lambda_{1,N}(i)|^2 \leq \frac{c_2}{\delta} (P_{1,N}(i)^2 + |\Lambda_{1,N}(i)|^2),
\]

for some sufficiently large \(c_2\), so we can regard \((P_{1,N}(i), \Lambda_{1,N}(i))\) as the solution of a scalar-valued quadratic BSDE on \([0, T]\) for each \(i \in \mathcal{M}\). Thus by Proposition 2.4 in [9], there exists a process \(\Lambda_1^T(i) \in L_{\mathcal{F}^W}^2(0, T; \mathbb{R}^n)\) such that \((P_1^T(i), \Lambda_1^T(i))\) is a solution to the \(i^{th}\) equation in ESRE (3.1) on the time interval \([0, T]\) with terminal value \(P_1^T(T, i)\).
We need to show that $\Lambda^T(i)$ does not depend on $T$. For any $T_1 > T$, there exists a process $\Lambda^{T_1}(i) \in L^2_{\mathcal{F}_W}(0, T_1; \mathbb{R}^n)$ such that $(P^{T_1}_1(i), \Lambda^{T_1}_1(i))$ is a solution to the $i^{th}$ equation in ESRE (3.1) on the time interval $[0, T_1]$ with terminal value $P^{T_1}_1(T_1, i)$. Notice that $P^{T_1}_1(T, i) = \lim_{N \to \infty} P_{1,N}(T, i) = P^T(T, i)$, by the uniqueness of the solution of the $i^{th}$ equation in ESRE (3.1) with terminal value $P^{T_1}_1(T, i) = P^T(T, i)$ (see Thm. 3.5 of [7]), we get $\Lambda^T_i(t, i) = \Lambda^{T_1}_i(t, i)$, $t \in [0, T]$.

This shows that $(P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}$ forms a nonnegative solution to ESRE (3.1). This completes the proof.

The following proposition shows that the solution $(P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}$ of (3.1) constructed in Theorem 4.2 is actually uniformly positive if $Q(i)$ is uniformly positive for all $i \in \mathcal{M}$.

**Proposition 4.5.** If Assumptions 2.1, 2.2, 4.1 hold and $Q(i) \geq \delta$ for all $i \in \mathcal{M}$, where $\delta$ is some positive constant. Then the solution $(P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}$ of (3.1) constructed in the proof of Theorem 4.2 is uniformly positive.

**Proof.** Let $c_3 > 0$ be any constant such that

$$2A(i) + C(i)'C(i) + q_{ii} - \frac{2c_1}{\delta} |B(i) + D(i)'C(i)|^2 > -c_3, \text{ for all } i \in \mathcal{M}.$$ 

Consider the following $\ell$-dimensional BSDE:

$$\begin{cases}
    dP_{1,N}(i) = -(2A(i) + C(i)'C(i) + q_{ii})(P_{1,N}(i) + 2C(i)'\Lambda_{1,N}(i) + Q(i)) \ dt + \Lambda_{1,N}(i)\,dW, \\
    P_{1,N}(N, i) = 0, \\
    R(i) + P_{1,N}(i)D(i)'D(i) > 0, \text{ for all } i \in \mathcal{M}.
\end{cases} \tag{4.2}$$

This is a decoupled system of BSDE. From Theorem 4.1 and Theorem 5.2 of [8], the $i^{th}$ equation in (4.2) admits a unique, hence maximal solution (see page 565 of [9] for its definition) $(P_{1,N}(i), \Lambda_{1,N}(i)) \in L^\infty_{\mathcal{F}_W}(0, N; \mathbb{R}^\ell) \times L^2_{\mathcal{F}_W}(0, N; \mathbb{R}^n)$, and $P_{1,N}(i) \geq 0$ for all $i \in \mathcal{M}$. From the proof of Theorem 3.5 of [7], the solution $(P_{1,N}(i), \Lambda_{1,N}(i))_{i \in \mathcal{M}}$ of (4.1) could be approximated by the solutions of a sequence of BSDEs with Lipschitz generators. Thus we can use comparison theorem for multidimensional BSDEs (see for example Lem. 3.4 of [7]) and then pass to the limit to get $P_{1,N}(i) \geq P_{1,N}(i)$ for all $i \in \mathcal{M}$.

Let $g : \mathbb{R}^+ \to [0, 1]$ be a smooth truncation function satisfying $g(x) = 1$ for $x \in [0, \frac{\rho_i}{\rho}]$, and $g(x) = 0$ for $x \in [2\frac{\rho_i}{\rho}, +\infty)$. Notice that $\frac{\rho_i}{\rho} \geq P_{1,N}(i) \geq P_{1,N}(i)$, so $(P_{1,N}(i), \Lambda_{1,N}(i))$ is still a solution of the $i^{th}$ equation in BSDE (4.2) when $H_1(P, \Lambda, i)$ is replaced by $H_1(P, \Lambda, i)g(P)$ in the generator.

Notice that for $P = P_{1,N}(i)$, $\Lambda = \Lambda_{1,N}(i)$, we have

$$H_1(P, \Lambda, i)g(P) = \inf_{v \in \mathcal{L}} \left[ v'(PD(i)'D(t, i) + R(i))v + 2v'(PB(i) + PD(i)'C(i) + D(i)'\Lambda) \right]g(P)$$

$$\geq \inf_{v \in \mathcal{L}} \left[ \delta|v|^2 + 2v'(PB(i) + PD(i)'C(i) + D(i)'\Lambda) \right]g(P)$$

$$\geq \inf_{v \in \mathcal{L}} \left[ \delta|v|^2 + 2v'(PB(i) + PD(i)'C(i) + D(i)'\Lambda) \right]g(P)$$

$$= -\frac{1}{\delta} |PB(i) + PD(i)'C(i) + D(i)'\Lambda|^2 g(P)$$

$$= -\frac{P^2}{\delta} |B(i) + D(i)'C(i)|^2 g(P) - \frac{P}{\delta} (B(i) + D(i)'C(i))'(D(i)'\Lambda) g(P) - \frac{1}{\delta} |D(i)'\Lambda|^2 g(P)$$

$$= -\frac{P^2}{\delta} |B(i) + D(i)'C(i)|^2 g(P) - \frac{P}{\delta} (B(i) + D(i)'C(i))'(D(i)'\Lambda) g(P) - \frac{1}{\delta} |D(i)'\Lambda|^2 g(P).$$
admits a solution \((\frac{\delta}{c_3}(1 - e^{-c_3(N-t)}), 0)\). Then the maximal solution argument (Thm. 2.3 of [9]) gives
\[
P_{1,N}(t, i) \geq \frac{\delta}{c_3}(1 - e^{-c_3(N-t)}).
\]
Therefore, for any \(t \in [0, \infty)\) and \(i \in M\), we get
\[
P_1(t, i) = \lim_{N \to \infty} P_{1,N}(t, i) \geq \lim_{N \to \infty} P_{1,N}(t, i) \geq \lim_{N \to \infty} \frac{\delta}{c_3}(1 - e^{-c_3(N-t)}) = \frac{\delta}{c_3}.
\]
This completes the proof. \(\square\)

We now turn to the study of the original stochastic LQ problem (2.2).

4.2. Solution to problem (2.2)

For \(PD(t, i)'D(t, i) + R(t, i) > 0\), there exists \(\tilde{R}_P(t, i) \in L^\infty_{PW}(0, \infty; \mathbb{R}^{m \times m})\) such that
\[
PD(t, i)'D(t, i) + R(t, i) = \tilde{R}_P(t, i)'\tilde{R}_P(t, i).
\]
Denote Proj\(_{\tilde{R}_P \Gamma}()\) be the projection mapping from \(\mathbb{R}^m\) to the closed cone \(\tilde{R}_P \Gamma\) under the Euclidean norm\(^1\). The set is not empty and may contain more than one point. And any point in Proj\(_{\tilde{R}_P \Gamma}(-\tilde{R}_P(PD'D + R)^{-1}(PB + PD'C + D'\Lambda))\) attains the infimum in the definition of \(H_1\) because (remind that the arguments \(t, i\) and \(\omega\) are suppressed in \(B, C, D, R, \tilde{R}_P\))

\[
H_1(t, \omega, P, \Lambda, i) = \inf_{v \in \Gamma} \left[ v'(PD'D + R)v + 2v'(PB + PD'C + D'\Lambda) \right]
\]
\[
= \inf_{v \in \Gamma} \left[ v'\tilde{R}_P\tilde{R}_Pv + 2v'(PB + PD'C + D'\Lambda) \right]
\]
\[
= \inf_{v \in \Gamma} \left[ \tilde{R}_Pv + \tilde{R}_P(PD'D + R)^{-1}(PB + PD'C + D'\Lambda) \right]^2 - (PB + PD'C + D'\Lambda)'(PD'D + R)^{-1}(PB + PD'C + D'\Lambda).
\]

Similarly, any point in Proj\(_{\tilde{R}_P \Gamma}(\tilde{R}_P(PD'D + R)^{-1}(PB + PD'C + D'\Lambda))\) attains the infimum in the definition of \(H_2\). From a measurable selection theorem (see e.g. Lem. 11 of [6]), we know there exist two \(\{F^W_t\}_{t \geq 0}\)-predictable processes \(\hat{v}_1(t, \omega, P, \Lambda, i)\) and \(\hat{v}_2(t, \omega, P, \Lambda, i)\) that satisfy
\[
\hat{v}_1(t, \omega, P, \Lambda, i) \in \text{Proj}_{\tilde{R}_P \Gamma}(-\tilde{R}_P(PD'D + R)^{-1}(PB + PD'C + D'\Lambda)),
\]
\[
\hat{v}_2(t, \omega, P, \Lambda, i) \in \text{Proj}_{\tilde{R}_P \Gamma}(\tilde{R}_P(PD'D + R)^{-1}(PB + PD'C + D'\Lambda)).
\]
We will give an optimal control to problem (2.2) by $\hat{v}_1, \hat{v}_2$.

**Theorem 4.6.** Suppose Assumptions 2.1, 2.2 and 4.1 hold. Let $(P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}$ (resp. $(P_2(i), \Lambda_2(i))_{i \in \mathcal{M}}$) be nonnegative solutions to (3.1) (resp. (3.2)), and $\hat{v}_1, \hat{v}_2$ defined in (4.3). Then problem (2.2) admits an optimal control, as a feedback function of the time $t$, the state $X$, and the market regime $i$,

$$\quad u^*(t, X, i) = \hat{v}_1(t, P_1(t, i), \Lambda_1(t, i), i)X^+ + \hat{v}_2(t, P_2(t, i), \Lambda_2(t, i), i)X^-.$$ \quad (4.4)

Moreover, the corresponding optimal value is

$$V(x, i_0) = P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2.$$ \quad

**Proof.** For any $T > 0$, we consider the following optimal control problems on finite time horizon $[0, T]$:

$$\begin{align*}
\text{Minimize} & \quad J_T(x, i_0, u(\cdot)) \\
\text{subject to} & \quad (X(\cdot), u(\cdot)) \text{ admissible for (2.1)},
\end{align*}$$ \quad (4.5)

where

$$J_T(x, i_0, u(\cdot)) := \mathbb{E} \left\{ \int_0^T \left( Q(t, \alpha_t)X(t)^2 + u(t)R(t, \alpha_t)u(t) \right) dt \\
+ P_1(T, \alpha_T)(X(T)^+)^2 + P_2(T, \alpha_T)(X(T)^-)^2 \right\}.$$ \quad

According to Theorem 4.2 in [7],

$$u^*(t, X, i) = \hat{v}_1(t, P_1(t, i), \Lambda_1(t, i), i)X^+ + \hat{v}_2(t, P_2(t, i), \Lambda_2(t, i), i)X^-$$ \quad

is an optimal feedback control of problem (4.5) with the optimal value

$$\inf_{u \in U} J_T(x, i_0, u(\cdot)) = J_T(x, i_0, u^*(\cdot)) = P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2.$$ \quad

Therefore, for any admissible pare $(X(\cdot), u(\cdot))$ for (2.1), we have

$$P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 \leq J_T(x, i_0, u(\cdot))$$

$$= \mathbb{E} \left\{ \int_0^T \left( Q(t, \alpha_t)X(t)^2 + u(t)R(t, \alpha_t)u(t) \right) dt \\
+ P_1(T, \alpha_T)(X(T)^+)^2 + P_2(T, \alpha_T)(X(T)^-)^2 \right\}$$

$$\leq \mathbb{E} \left\{ \int_0^\infty \left( Q(t, \alpha_t)X(t)^2 + u(t)R(t, \alpha_t)u(t) \right) dt \\
+ P_1(T, \alpha_T)(X(T)^+)^2 + P_2(T, \alpha_T)(X(T)^-)^2 \right\}.$$ \quad

Thanks to Remark 2.3,

$$\lim_{T \to \infty} \mathbb{E}[X(T)^2] = 0.$$
Since \( P_1 \) and \( P_2 \) are uniformly bounded, we have
\[
P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 \leq \lim_{T \to \infty} \mathbb{E} \left\{ \int_0^T \left( Q(t, \alpha_t)X(t)^2 + u(t)' R(t, \alpha_t)u(t) \right) dt \right.
\]
\[
+ P_1(T, \alpha_T)(X(T^+))^2 + P_2(T, \alpha_T)(X(T^-))^2 \right\}
\]
\[
= \mathbb{E} \int_0^\infty \left( Q(t, \alpha_t)X(t)^2 + u(t)' R(t, \alpha_t)u(t) \right) dt.
\]

Taking infimum over \( u \in \mathcal{U} \), we obtain
\[
P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 \leq \inf_{u \in \mathcal{U}} J_\infty(x, i_0, u(\cdot)). \tag{4.6}
\]

On the other hand, let \( X^*(t) \) be the associated solution of (2.1) with \( u \) replaced by \( u^* \). Then
\[
P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 = \inf_{u \in \mathcal{U}} J_T(x, i_0, u(\cdot)) = J_T(x, i_0, u^*(\cdot))
\]
\[
= \mathbb{E} \left\{ \int_0^T \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)' R(t, \alpha_t)u^*(t) \right) dt \right.
\]
\[
+ P_1(T, \alpha_T)(X^*(T^+))^2 + P_2(T, \alpha_T)(X^*(T^-))^2 \right\}
\]
\[
\geq \mathbb{E} \int_0^T \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)' R(t, \alpha_t)u^*(t) \right) dt,
\]
where the last inequality is due to the nonnegativity of \( P_1 \) and \( P_2 \). Note that \( X^* \) and \( u^* \) are independent of \( T \).

Letting \( T \to \infty \) in above, by the monotone convergence theorem, we get
\[
P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 \geq \mathbb{E} \int_0^\infty \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)' R(t, \alpha_t)u^*(t) \right) dt.
\]

By Assumption 4.1, \( Q \geq 0 \) and \( R \geq \delta I_m \), so the right hand side is
\[
\geq \delta \mathbb{E} \int_0^\infty |u^*(t)|^2 dt.
\]

Hence \( u^* \in L^2_T(0, \infty; \mathbb{R}^m) \) and \( u^* \in \mathcal{U} \). This further implies
\[
P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 \geq \mathbb{E} \int_0^\infty \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)' R(t, \alpha_t)u^*(t) \right) dt
\]
\[
\geq \inf_{u \in \mathcal{U}} J_\infty(x, i_0, u(\cdot)). \tag{4.7}
\]

Combining (4.6) and (4.7), we conclude that
\[
\inf_{u \in \mathcal{U}} J_\infty(x, i_0, u(\cdot)) = P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 = J_\infty(x, i_0, u^*(\cdot)),
\]
and consequently, \( u^*(t, X, \alpha_t) \) is an optimal feedback control for (2.2).

As a byproduct of Theorem 4.6, we have the following uniqueness of the solutions for ESREs (3.1) and (3.2).
Theorem 4.7. Under Assumptions 2.1, 2.2 and 4.1, each of the ESREs (3.1) and (3.2) admits at most one nonnegative solution.

Proof. Consider an stochastic LQ control problem on $[s, \infty)$, with $s \geq 0$, where the system dynamics is (2.1) with initial time $s$, initial state $x_s \in L^2_{\mathbb{F}}(\Omega; \mathbb{R})$ and initial regime $\alpha_s = i$, and the cost functional is

$$J_{s,\infty}(x_s, i, u) := \mathbb{E}\left\{ \int_s^\infty \left( Q(t, \alpha_t)X(t)^2 + u(t)'R(t, \alpha_t)u(t) \right) dt \Big| X_s = x_s, \alpha_s = i \right\}. $$

Let $(P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}$ and $(P_2(i), \Lambda_2(i))_{i \in \mathcal{M}}$ be nonnegative solutions to (3.1) and (3.2) respectively. Then going through the same analysis as in the proof of Theorem 4.6, we deduce that the optimal cost is

$$V(x, i) := \inf_{u \text{ admissible}} J_{s,\infty}(x, i, u) = P_1(s, i)x_s^2 + P_2(s, i)x_i^2,$$

which clearly implies the uniqueness. \qed

5. SINGULAR CASE

In this section, we will study the solvability of ESREs (3.1) and (3.2) as well as problem (2.2) in a singular case.

Assumption 5.1 (Singular case). $R(i) \geq 0$, and there exists a constant $\delta > 0$ such that $D(i)'D(i) \geq \delta I_{m \times m}$ and $Q(i) \geq \delta$ for all $i \in \mathcal{M}$.

Under Assumption 5.1, clearly $J_{\infty}(x, i_0, u(\cdot)) \geq 0$, for all $(x, i_0, u) \in \mathbb{R} \times \mathcal{M} \times \mathcal{U}$, so problem (2.2) is well-posed.

5.1. Solvability of the extended stochastic Riccati equations

Same as before, we first study the solvability of ESREs (3.1) and (3.2).

Theorem 5.2 (Singular case). Under Assumptions 2.1, 2.2 and 5.1, there exists a uniformly positive solution $(P_1(i), \Lambda_1(i))_{i \in \mathcal{M}}$ to (3.1) (respectively, $(P_2(i), \Lambda_2(i))_{i \in \mathcal{M}}$ to (3.2)).

In the rest of this subsection, we prove Theorem 5.2. We only prove the existence of a solution to (3.1), and the argument for (3.2) is similar.

For any $a > 0$, consider the following system of BSDEs on $[0, N]$,

$$dP_{1,N}(i) = - \left[ (2A(i) + C(i)'C(i))P_{1,N}(i) + 2C(i)'\Lambda_{1,N}(i) + Q(i) ight. \\ + H_{1}^o(P_{1,N}(i), \Lambda_{1,N}(i), i) + \sum_{j=1}^\ell q_{ij}P_{1,N}(j) \] dt + \Lambda_{1,N}(i)'dW, \quad P_{1,N}(N, i) = 0, \quad aI_m + R(i) + P_{1,N}(i)D(i)'D(i) > 0, \quad \text{for all } i \in \mathcal{M}, \quad (5.1)$$

where

$$H_{1}^o(t, \omega, P, \Lambda, i) = \inf_{v \in \mathcal{F}} \left[ v'(PD(t, i)'D(t, i) + R(t, i) + aI_m)v + 2v'(PB(t, i) + PD(t, i)'C(t, i) + D(t, i)'\Lambda) \right].$$

By Theorem 3.5 in [7], under Assumptions 2.1, 2.2, and 5.1, BSDE (5.1) admits a unique solution $(P_{1,N}(i), \Lambda_{1,N}(i))_{i \in \mathcal{M}}$, such that $(P_{1,N}(i), \Lambda_{1,N}(i)) \in L^2_{\mathbb{F}}(0, N; \mathbb{R}) \times L^2_{\mathbb{F}}(0, N; \mathbb{R}^m)$ and $P_{1,N}(i) \geq 0$, for all $i \in \mathcal{M}$. Same as before, we extend $(P_{1,N}(i), \Lambda_{1,N}(i))$ to $[0, +\infty)$ by setting $P_{1,N}(t, i) = 0$, $\Lambda_{1,N}(t, i) = 0$ for $t > N$. 


The following lemma studies the monotonicity of the solution of BSDE (5.1) with respect to $a$. The proof is similar to Lemma 4.4, so we left the details to interested readers.

**Lemma 5.3.** Under Assumptions 2.1, 2.2 and 5.1, we have $P_{1,N}^{a_1}(t,i) \geq P_{1,N}^{a_2}(t,i) \geq 0$, if $a_1 \geq a_2 > 0$.

Our next result gives a lower bound, uniformly in $a$, for the solution of BSDEs (5.1).

**Lemma 5.4.** Suppose Assumptions 2.1, 2.2 and 5.1 hold. Then

$$P_{1,N}^{a}(i) \geq \frac{\delta}{c_4} (1 - e^{-c_4(N-t)}), \text{ for a.e. } t \in [0,N] \text{ and all } i \in \mathcal{M},$$

where $c_4 > 0$ is any constant satisfying

$$2A(i) + C(i)C(i) + q_{ii} - \frac{1}{\delta} |B(i) + D(i)C(i)|^2 \geq -c_4, \text{ for all } i \in \mathcal{M}.$$

**Proof.** Consider the following BSDE

$$
\begin{aligned}
&dP(i) = -\left[(2A(i) + C(i)C(i) + q_{ii})P(i) + 2C(i)\Lambda(i) + Q(i)
+ H_i^s(P(i), \Lambda(i), i)\right]dt + \Lambda(i)\,dW, \\
&P(i,N) = 0, \\
&\alpha I_m + R(i) + P(i)D(i)D(i) > 0, \quad \text{for all } i \in \mathcal{M}.
\end{aligned}
$$

(5.2)

This is a decoupled system of BSDE. By Theorem 4.1 and Theorem 5.2 of [8], there exists a unique solution $(P(i), \Lambda(i)) \in L^\infty_W(0,N; \mathbb{R}) \times L^2_W(0,N; \mathbb{R}^n)$ with $P(i) \geq 0$ for all $i \in \mathcal{M}$.

Under Assumptions 2.1, 2.2 and 5.1, for $P \geq 0$, we have

$$H_i^s(P, \Lambda, i) = \inf_{v \in \Gamma} \left[ v'(PD(i)D(i) + R(i) + \alpha I_m)v + 2v'(PB(i) + PD(i)C(i) + D(i)\Lambda) \right]$$

$$\geq \inf_{v \in \Gamma} \left[ (\delta P + a)|v|^2 + 2v'(PB(i) + PD(i)C(i) + D(i)\Lambda) \right]$$

$$\geq \inf_{v \in \mathbb{R}^m} \left[ (\delta P + a)|v|^2 + 2v'(PB(i) + PD(i)C(i) + D(i)\Lambda) \right]$$

$$= -\frac{P^2}{\delta P + a} |B(i) + D(i)C(i)|^2 - \frac{2P}{\delta P + a} (B(i) + D(i)C(i))'D(i)\Lambda - \frac{1}{\delta P + a} |D(i)\Lambda|^2$$

$$\geq -\frac{P}{\delta} |B(i) + D(i)C(i)|^2 - \frac{2P}{\delta P + a} (B(i) + D(i)C(i))'D(i)\Lambda - \frac{1}{\delta P + a} |D(i)\Lambda|^2.$$

Consider the following BSDE:

$$
\begin{aligned}
&dP = - \left[ -c_4 P + \delta + 2C(i)\Lambda - \frac{2P}{\delta P + a} (B(i) + D(i)C(i))'D(i)\Lambda
\right. \\
&\left. - \frac{1}{\delta P + a} |D(i)\Lambda|^2 \right] dt + \Lambda\,dW, \\
&P(0) = 0.
\end{aligned}
$$

Obviously it admits a solution $(\frac{\delta}{c_4} (1 - e^{-c_4(N-t)}), 0)$. Then from the maximal solution argument ([9], Thm. 2.3), we know that the solution $(P(i), \Lambda(i))$ of (5.2) satisfies

$$P(t,i) \geq \frac{\delta}{c_4} (1 - e^{-c_4(N-t)}).$$
Then, similar to Theorem 4.2, we have

\[ P^a_{1,N}(t,i) \geq P(t,i) \geq \frac{\delta}{c_4}(1 - e^{-c_4(N-t)}), \text{ for } a.e. \ t \in [0,N] \text{ and all } i \in \mathcal{M}. \]

The proof is finished. \(\square\)

We are ready to prove Theorem 5.2.

**Proof of Theorem 5.2.** By Theorem 4.2 and 4.7, the following BSDEs on infinite horizon admit a unique nonnegative solution \((P^a_1(i), \Lambda^a_1(i))_i \in \mathcal{M}^*:\)

\[
\begin{cases}
    dP^a_1(i) = - \left[(2A(i) + C(i)'C(i))P^a_1(i) + 2C(i)'\Lambda^a_1(i) + Q(i)
    \right. \\
    \left. + H^a_1(P^a_1(i), \Lambda^a_1(i), i) + \sum_{j=1}^{J} q_{ij} P^a_1(j) \right] dt + \Lambda^a_1(i)'dW, \\
    aI_i + R(i) + P^a_1(i)D(i)'D(i) > 0, \text{ for all } i \in \mathcal{M}.
\end{cases}
\] (5.3)

And \(P^a_1(t,i) = \lim_{N \to \infty} P^a_{1,N}(t,i).\) From Lemma 5.4, we immediately get, for any \(t > 0\)

\[ P^a_1(t,i) = \lim_{N \to \infty} P^a_{1,N}(t,i) \geq \lim_{N \to \infty} \frac{\delta}{c_4}(1 - e^{-c_4(N-t)}) = \frac{\delta}{c_4}. \]

For any \(T > 0, (P^a_1(i), \Lambda^a_1(i))_i \in \mathcal{M}^*\) is the unique nonnegative solution of the following system of BSDEs on \([0,T]:\)

\[
\begin{cases}
    dP^a_1(i) = - \left[(2A(i) + C(i)'C(i))P^a_1(i) + 2C(i)'\Lambda^a_1(i) + Q(i)
    \right. \\
    \left. + H^a_1(P^a_1(i), \Lambda^a_1(i), i) + \sum_{j=1}^{J} q_{ij} P^a_1(j) \right] dt + \Lambda^a_1(i)'dW, \\
    P^a_1(T,i) = P^a_1(T,i), \\
    aI_i + R(i) + P^a_1(i)D(i)'D(i) > 0, \text{ for all } i \in \mathcal{M}.
\end{cases}
\] (5.4)

Recalling that \(P^a_1(i) \geq \frac{\delta}{c_4}\) and by Lemma 5.3, we can set \(P_1(t,i) = \lim_{a \to 0} P^a_1(t,i)\) for all \(i \in \mathcal{M}.\) Note that we can regard \((P^a_1(i), \Lambda^a_1(i))\) as the solution of a scalar-valued quadratic BSDE on \([0,T]\) for each \(i \in \mathcal{M}.\) Let \(a \to 0,\) by Proposition 2.4 in [9], there exists a process \(\Lambda_1(i) \in L^2_{\mathcal{F}}(0,T;\mathbb{R}^n)\) such that \((P_1(i), \Lambda_1(i))\) is a solution to ESRE (3.1) on the time interval \([0,T]\) with terminal value \(P_1(T,i).\) Similar argument as in Theorem 4.2 yields that \(\Lambda_1(i)\) is independent of \(T.\) Thus \((P_1(i), \Lambda_1(i))_i \in \mathcal{M}^*\) is a uniformly positive solution to (3.1). \(\square\)

We now ready to solve the stochastic LQ problem (2.2) in the singular case.

### 5.2. Solutions to problem (2.2)

**Theorem 5.5.** Suppose Assumptions 2.1, 2.2 and 5.1 hold. Let \((P_1(i), \Lambda_1(i))_i \in \mathcal{M}^*\) and \((P_2(i), \Lambda_2(i))_i \in \mathcal{M}^*\) be uniformly positive solutions to (3.1) and (3.2), respectively. Then problem (2.2) admits an optimal control, as a feedback function of the time \(t,\) the state \(X,\) and the market regime \(i,\)

\[ u^*(t,X,i) = \hat{v}_1(t,P_1(t,i), \Lambda_1(t,i),i)X^+ + \hat{v}_2(t,P_2(t,i), \Lambda_2(t,i),i)X^- \] (5.5)

Moreover, the corresponding optimal value is

\[ V(x,i_0) = P_1(0,i_0)(x^+)^2 + P_2(0,i_0)(x^-)^2. \] (5.6)
Proof. We use the same notation as Theorem 4.6. By similar analysis as in the proof of Theorem 4.6, we can deduce that

\[ P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 \leq \inf_{u \in \mathcal{U}} J_\infty(x, i_0, u(\cdot)). \]  

(5.7)

New we show \( u^* \) defined in (5.5) is an optimal feedback control of problem (2.2). Let \( X^*(t) \) be the associated solution of (2.1) with \( u \) replaced by \( u^* \). By Theorem 4.2 in [7],

\[ P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2 = \inf_{u \in \mathcal{U}} J_T(x, i_0, u(\cdot)) = J_T(x, i_0, u^*(\cdot)) \]

\[ = \mathbb{E}\left\{ \int_0^T \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)'R(t, \alpha_t)u^*(t) \right)dt \right. \]

\[ + P_1(T, \alpha_T)(X^*(T)^+)^2 + P_2(T, \alpha_T)(X^*(T)^-)^2 \right\} \]

\[ \geq \mathbb{E}\int_0^T \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)'R(t, \alpha_t)u^*(t) \right)dt. \]

By monotone convergence theorem, we have

\[ \mathbb{E}\int_0^\infty \left( Q(t, \alpha_t)X^*(t)^2 + u^*(t)'R(t, \alpha_t)u^*(t) \right)dt \leq P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2. \]  

(5.8)

This together with (5.7) clearly implies \( u^* \) is an optimal control of problem (2.2), if we can show \( u^* \in L^2_T(0, \infty; \mathbb{R}^m) \). To show \( u^* \in L^2_T(0, \infty; \mathbb{R}^m) \), we first notice by Assumption 5.1 and (5.8),

\[ \delta \mathbb{E}\int_0^\infty X^*(t)^2dt \leq \mathbb{E}\int_0^\infty Q(t, \alpha_t)X^*(t)^2dt \leq P_1(0, i_0)(x^+)^2 + P_2(0, i_0)(x^-)^2, \]

so \( X^* \in L^2_T(0, \infty; \mathbb{R}) \). Applying Itô’s lemma to \( X^*(t)^2 \),

\[ X^*(t)^2 - x^2 = \int_0^t \left( (2A + C' C)(X^*)^2 + 2X^*(B' + C'D)u^* + |Du^*|^2 \right)ds \]

\[ + \int_0^t 2X^*(CX^* + D(u^*))'dW. \]  

(5.9)

For \( n = 1, 2, \ldots \), set

\[ \tau_n = \inf \left\{ t > 0 : \int_0^t |2X^*(C' X^* + (u^*)'D')|^2ds \geq n \right\} \wedge n. \]

Then \( \tau_n \uparrow \infty \) as \( n \to \infty \) and it follows from (5.9) that

\[ \mathbb{E}(X^*(t \wedge \tau_n)^2) = x^2 + \mathbb{E}\int_0^{t \wedge \tau_n} \left( (2A + C' C)(X^*)^2 + 2X^*(B' + C'D)u^* + |Du^*|^2 \right)ds \]

\[ \geq x^2 + \mathbb{E}\int_0^{t \wedge \tau_n} \left( (2A + C' C)(X^*)^2 - \frac{\delta}{2}|u^*|^2 - \frac{\beta}{2}|B' + C'D|^2(X^*)^2 + \delta|u^*|^2 \right)ds \]

\[ \geq x^2 + \mathbb{E}\int_0^{t \wedge \tau_n} \left( \frac{\delta}{2}|u^*|^2 - \beta(X^*)^2 \right)ds, \]
where $\beta > 0$ is any constant such that $2A(i) + C(i)'C(i) - \frac{3}{2}|B(i)' + C(i)'D(i)|^2 \geq -\beta$ for all $i \in \mathcal{M}$. So

$$
\beta \mathbb{E} \int_0^{t \wedge \tau_n} (X^*)^2 ds + \mathbb{E}(X^*(t \wedge \tau_n))^2 \geq x^2 + \delta \mathbb{E} \int_0^{t \wedge \tau_n} |u^*|^2 ds.
$$

By Lemma 4.3 of [7], we know $u^* \in L^2_T(0, t; \mathbb{R}^m)$ for any $t > 0$. So by standard theory of SDE, we have that $\mathbb{E}\left(\sup_{s \leq t} X^*(s)^2\right) < \infty$ for any $t > 0$. Because $X^*(t \wedge \tau_n)^2 \leq \sup_{s \leq t} X^*(s)^2$, letting $n \to \infty$ in the above inequality and using the dominated convergence theorem and the monotone convergence theorem, we obtain

$$
\beta \mathbb{E} \int_0^t (X^*)^2 ds + \mathbb{E}(X^*(t))^2 \geq x^2 + \frac{\delta}{2} \mathbb{E} \int_0^t |u^*|^2 ds.
$$

Let $t \to \infty$, it follows from the monotone convergence theorem that

$$
\beta \mathbb{E} \int_0^\infty (X^*)^2 ds + \lim_{t \to \infty} \mathbb{E}(X^*(t))^2 \geq x^2 + \frac{\delta}{2} \mathbb{E} \int_0^\infty |u^*|^2 ds. \quad (5.10)
$$

Because $X^* \in L^2_T(0, \infty; \mathbb{R})$, the first term on the left hand side is finite. And the second term is 0 from Remark 2.3. Hence $u^* \in L^2_T(0, \infty; \mathbb{R}^m)$.

Combining (5.7) and (5.8), we conclude (5.6), and this completes the proof.

Similar as in the standard case, we have the following uniqueness of the solutions for ESREs (3.1) and (3.2).

**Theorem 5.6.** Under Assumptions 2.1, 2.2 and 5.1, each of the ESRE (3.1) and (3.2) admits at most one nonnegative solution.

We have finished the study of problem (2.2) in the singular case. In the next section, we apply these results to study a lifetime portfolio selection problem of tracking a given wealth level with regime switching and portfolio constraint.

6. Tracking a Given Wealth Level

Consider a financial market consisting of a risk-free asset (the money market instrument or bond) whose price is $S_0$ and $m$ risky securities (the stocks) whose prices are $S_1, \ldots, S_m$. Assume $m \leq n$, i.e., the number of risky securities is no more than the dimension of the Brownian motion. These asset prices are driven by SDEs:

$$
\begin{cases}
\text{d}S_0(t) = r(t, \alpha_t)S_0(t)\text{d}t, \\
S_0(0) = s_0,
\end{cases}
$$

and

$$
\begin{cases}
\text{d}S_k(t) = S_k(t)\left(\mu_k(t, \alpha_t)\text{d}t + \sum_{j=1}^n \sigma_{kj}(t, \alpha_t)\text{d}W_j(t)\right), \\
S_k(0) = s_k,
\end{cases}
$$

where $r(t, i)$ is the interest rate process and $\mu_k(t, i)$ and $\sigma_k(t, i) := (\sigma_{k1}(t, i), \ldots, \sigma_{kn}(t, i))$ are the appreciation rate process and volatility rate process of the $k$th risky security corresponding to a market regime $\alpha_t = i$, for every $k = 1, \ldots, m$ and $i \in \mathcal{M}$.

Define the appreciate vector

$$
\mu(t, i) = (\mu_1(t, i), \ldots, \mu_m(t, i))',
$$

and
and volatility matrix

\[ \sigma(t, i) = \begin{pmatrix} \sigma_1(t, i) \\ \vdots \\ \sigma_m(t, i) \end{pmatrix} = (\sigma_{kj}(t, i))_{m \times n}, \text{ for each } i \in \mathcal{M}. \]

In the rest part of this section, we shall assume \( r(\cdot, \cdot, i), \mu_k(\cdot, \cdot, i), \sigma_{kj}(\cdot, \cdot, i) \in L_{\mathbb{F}^W}^\infty(0, \infty; \mathbb{R}), \) for all \( k = 1, \ldots, m, \) \( j = 1, \ldots, n, \) and \( i \in \mathcal{M}. \)

A small investor, whose actions cannot affect the asset prices, will decide at every time \( t \in [0, \infty) \) what amount \( \pi_j(t) \) of his wealth to invest in the \( j \)th risky asset, \( j = 1, \ldots, m. \) The vector process \( \pi(\cdot) := (\pi_1(\cdot), \ldots, \pi_m(\cdot))' \) is called a portfolio of the investor. Then the investor’s self-financing wealth process \( X(\cdot) \) corresponding to a portfolio \( \pi(\cdot) \) is a strong solution of the SDE:

\[
\begin{cases}
    dX(t) = [r(t, \alpha_t)X(t) + \pi(t)'b(t, \alpha_t)]dt + \pi(t)'\sigma(t, \alpha_t)dW(t), \\
    X(0) = x, \quad \alpha_0 = i_0,
\end{cases}
\]

(6.1)

where \( b(t, \alpha_t) := \mu(t, \alpha_t) - r(t, \alpha_t)1_m \) and \( 1_m \) is the \( m \)-dimensional vector with all entries being one.

The admissible portfolio set is defined as

\[ \mathcal{U} = \left\{ \pi \in L_{\mathbb{F}^W}^2(0, \infty; \mathbb{R}^m) \mid \pi(\cdot) \in \Gamma \right\}, \]

where \( \Gamma \) is a given closed cone in \( \mathbb{R}^m. \) For any \( \pi \in \mathcal{U}, \) the SDE (6.1) has a unique strong solution. Economically speaking, no-shorting is allowed in the market if \( \Gamma = \mathbb{R}^m_+. \)

For a given wealth level \( d \in \mathbb{R}, \) the investor’s problem is to

\[
\begin{aligned}
\text{minimize} & \quad \mathbb{E}\int_0^\infty e^{-2\int_0^t \rho(s, \alpha_s)ds} \left( X(t) - de^{\int_0^t r(s, \alpha_s)ds} \right)^2 + \lambda e^{-2\int_0^t \rho(s, \alpha_s)ds} |\pi_t|^2 \right) dt, \\
\text{subject to} & \quad \pi \in \mathcal{U},
\end{aligned}
\]

(6.2)

where \( \lambda \) is a real constant, \( \rho(\cdot, \cdot, i) \in L_{\mathbb{F}^W}^\infty(0, \infty; \mathbb{R}) \) is the discount factor process for every \( i \in \mathcal{M}. \) We assume there exists a constant \( c_5 > 0 \) such that \( \rho(\cdot, \cdot, i) - r(\cdot, \cdot, i) \geq c_5 \) for all \( i \in \mathcal{M}. \) This ensures that problem (6.2) is well-defined.

**Remark 6.1.** Economically speaking, problem (6.2) is meaningful only when \( x < d \) because nobody would pursue a target that is not higher than his initial wealth. Mathematically speaking, our argument works for \( x \geq d \) as well.

Besides the above assumptions, we also put the following assumption in the rest of this section.

**Assumption 6.2.** Either \( \lambda > 0; \) or \( \lambda = 0 \) and there exists a constant \( \delta > 0 \) such that \( \sigma(i)\sigma(i)' \geq \delta I_{m \times m} \) for all \( i \in \mathcal{M}. \)

**Remark 6.3.** It is also possible to consider a model with random coefficient \( \lambda. \)

To tackle problem (6.2), we write \( Y(t) = e^{-\int_0^t \rho(s, \alpha_s)ds} \left( X(t) - de^{\int_0^t r(s, \alpha_s)ds} \right) \) and \( \tilde{\pi}(t) = e^{-\int_0^t \rho(s, \alpha_s)ds}\pi(t). \)

Then by Itô’s lemma,

\[
\begin{cases}
    dY(t) = [(r(t, \alpha_t) - \rho(t, \alpha_t))Y(t) + \tilde{\pi}(t)'b(t, \alpha_t)]dt + \tilde{\pi}(t)'\sigma(t, \alpha_t)dW(t), \\
    Y(0) = x - d, \quad \alpha_0 = i_0,
\end{cases}
\]
and problem (6.2) becomes a stochastic LQ problem

$$\begin{align*}
\text{Minimize} \quad & \mathbb{E} \int_0^\infty \left( Y(t)^2 + \lambda |\tilde{n}(t)|^2 \right) dt, \\
\text{s.t.} \quad & \tilde{n} \in U.
\end{align*}$$

We now employ the results in Sections 4 and 5 to solve the above problem. In this case,

$$\begin{align*}
H_1(t, \omega, P, \Lambda, i) &= \inf_{\nu \in \mathbb{F}} \left[ \nu'(P\sigma(t, i)\sigma(t, i)' + \lambda I_{m \times m})\nu + 2\nu'(Pb(t, i) + \sigma(t, i)\Lambda) \right], \\
H_2(t, \omega, P, \Lambda, i) &= \inf_{\nu \in \mathbb{F}} \left[ \nu'(P\sigma(t, i)\sigma(t, i)' + \lambda I_{m \times m})\nu - 2\nu'(Pb(t, i) + \sigma(t, i)\Lambda) \right].
\end{align*}$$

And (3.1) and (3.2) become

$$\begin{align*}
\frac{dP_1(i)}{dt} &= -\left[ 2(r(i) - \rho(i))P_1(i) + 1 + H_1(P_1(i), \Lambda_1(i), i) + \sum_{j=1}^{\ell} q_{ij}P_1(j) \right] dt + \Lambda_1(i)'dW, \\
\Lambda_{1m \times m} + P_1(i)\sigma(i)\sigma(i)' &> 0, \quad \text{for all } i \in \mathcal{M};
\end{align*}$$

and

$$\begin{align*}
\frac{dP_2(i)}{dt} &= -\left[ 2(r(i) - \rho(i))P_2(i) + 1 + H_2(P_2(i), \Lambda_2(i), i) + \sum_{j=1}^{\ell} q_{ij}P_2(j) \right] dt + \Lambda_2(i)'dW, \\
\Lambda_{1m \times m} + P_2(i)\sigma(i)\sigma(i)' &> 0, \quad \text{for all } i \in \mathcal{M}.
\end{align*}$$

From Theorems 4.6, 4.7, 5.5 and 5.6, we have the following result for problem (6.2).

**Theorem 6.4.** Let \((P_2(i), \Lambda_2(i))_{i \in \mathcal{M}}\) be the unique nonnegative solution to (6.5), and \(\hat{v}_2\) be defined in (4.3), i.e. \(\hat{v}_2(t, \omega, P, \Lambda, i) \in \text{Proj}_{R^m}(R_P(\sigma\sigma' + \lambda I_{m \times m})^{-1}(Pb + \Lambda\Lambda))\). If \(x \leq d\), then problem (6.2) admits an optimal control, as a feedback function of the time \(t\), the state \(X\), and the market regime \(i\),

$$\pi^*(t, X, i) = \hat{v}_2(t, P_2(t, i), \Lambda_2(t, i), i)(X(t) - \int_0^t r(s,i)ds)e^{-\int_0^t \rho(s,i)ds}.$$ 

Moreover, the corresponding optimal value is

$$\inf_{\pi \in \mathcal{U}} \mathbb{E} \int_0^\infty \left[ e^{-2\int_0^t \rho(s,\pi_s)ds} \left( X(t) - \int_0^t r(s,\pi_s)ds \right)^2 + \lambda e^{-2\int_0^t \rho(s,\pi_s)ds} |\pi_t|^2 \right] dt = P_2(0, i_0)(x - d)^2.$$ 

**Remark 6.5.** If \(m = n = 1\), \(\Gamma = \mathbb{R}\), \(\mathcal{M} = \{1, 2\}\), \(r = \lambda = 0\) and all coefficients are deterministic functions of \(i\), then (6.4) and (6.5) reduce to

$$\begin{align*}
-2\rho(1)P(1) + 1 - \frac{b(1)^2}{\sigma(1)^2} P(1) + q_{11}P(1) + q_{12}P(2) &= 0; \\
-2\rho(2)P(2) + 1 - \frac{b(2)^2}{\sigma(2)^2} P(2) + q_{21}P(1) + q_{22}P(2) &= 0; \\
P(i) &> 0, \quad i = 1, 2.
\end{align*}$$
After rearrangement, we get

\[
\begin{aligned}
& \begin{cases}
-2\rho(1) - \frac{b(1)^2}{\sigma(1)^2} + q_{11} P(1) + q_{12} P(2) + 1 = 0; \\
q_{21} P(1) + \left(-2\rho(2) - \frac{b(2)^2}{\sigma(2)^2} + q_{22}\right) P(2) + 1 = 0; \\
P(i) > 0, \ i = 1, 2.
\end{cases} \\
\end{aligned}
\]  

(6.6)

Noting that \(q_{i1} + q_{i2} = 0\) for \(i = 1, 2\) and \(q_{ij} \geq 0\) for \(i \neq j\), we know the matrix

\[
M = \begin{pmatrix}
2\rho(1) + \frac{b(1)^2}{\sigma(1)^2} - q_{11} & -q_{12} \\
-q_{21} & 2\rho(2) + \frac{b(2)^2}{\sigma(2)^2} - q_{22}
\end{pmatrix}
\]

is invertible. Actually,

\[
\det(M) = \left(2\rho(1) + \frac{b(1)^2}{\sigma(1)^2} - q_{11}\right)\left(2\rho(2) + \frac{b(2)^2}{\sigma(2)^2} - q_{22}\right) - q_{12}q_{21}
\]

\[
= \left(2\rho(1) + \frac{b(1)^2}{\sigma(1)^2}\right)\left(2\rho(2) + \frac{b(2)^2}{\sigma(2)^2}\right) + q_{12}\left(2\rho(2) + \frac{b(2)^2}{\sigma(2)^2}\right) + q_{21}\left(2\rho(1) + \frac{b(1)^2}{\sigma(1)^2}\right) > 0.
\]

Therefore (6.6) admits a unique positive solution

\[
\begin{pmatrix}
P(1) \\
P(2)
\end{pmatrix} = \frac{1}{\det(M)} \begin{pmatrix}
2\rho(2) + \frac{b(2)^2}{\sigma(2)^2} + q_{12} + q_{21} \\
2\rho(1) + \frac{b(1)^2}{\sigma(1)^2} + q_{12} + q_{21}
\end{pmatrix}.
\]

**Remark 6.6.** If \(m = n = 1, \lambda = 0, \Gamma = \mathbb{R}_+,\) and all the coefficients in problem (6.2) are constants. Then (6.5) admits a unique solution

\[
P_2 = \frac{1}{2(\rho - r) + \frac{(b^+)^2}{\sigma^2}},
\]

and the optimal value of problem (6.2) is

\[
\inf_{\pi \in \mathcal{U}} E \int_0^\infty e^{-2\rho t} (X(t) - de^{rt})^2 dt = P_2(x - d)^2.
\]

Moreover, the optimal portfolio of problem (6.2) is

\[
\pi^* = -\frac{b^+}{\sigma^2}(X(t) - d)e^{-\rho t}.
\]

**Remark 6.7.** If \(\lambda \equiv 0,\) then

\[
\hat{\nu}_2(P, \Lambda) \in \text{Proj}_{\sigma^{-1}} \left(\sigma'(\sigma\sigma')^{-1} \left(b + \frac{\sigma\Lambda}{P}\right)\right).
\]

**Remark 6.8.** If \(\lambda \equiv 0,\) and \(m = n = 1,\) then

\[
\hat{\nu}_2(P, \Lambda) = \text{Proj}_{\sigma} \left(\frac{b}{\sigma} + \frac{\Lambda}{P}\right),
\]

is unique.
Remark 6.9. If $\lambda \equiv 0$, and $\rho$, $r$, $b$, $\sigma$ are deterministic functions of $(t, i)$, then $P_2(i)\in \mathcal{M}$ is the unique nonnegative solution of ODE

$$\begin{cases}
    dP_2(i) = -\left[2(r(i) - \rho(i))P_2(i) + 1 + H_2(P_2(i), 0, i) + \sum_{j=1}^{\ell} q_{ij}P_2(j)\right] dt, \\
    P_2(i) > 0, \text{ for all } i \in \mathcal{M}.
\end{cases}$$

In this case, $\hat{v}_2$ is independent of $P_2$ and

$$\hat{v}_2 \in \text{Proj}_{\sigma'^{-1}}\left(\sigma'(\sigma'^{-1}b)\right).$$

7. Concluding remarks

This paper investigates a stochastic LQ optimal control problem on infinite time horizon, with regime switching, random coefficients, and cone control constraint. The problem has been completely solved in two different cases, that is, the control weight matrix $R$ in the cost functional being uniformly positive definite or being positive semidefinite. We obtained the optimal state feedback control and optimal value function by solving two systems of highly nonlinear BSDEs on infinite time horizon. We showed the existence of solutions for the BSDEs by pure BSDE method. But the uniqueness was shown by a verification argument (thus relying on the control problem). Because the solvability of these BSDEs is interesting in its own right from the point view of BSDE theory, we believe it is of great theoretical importance to prove the uniqueness by pure BSDE method in future study. To demonstrate the importance of the theoretical results, we applied the results to solve a lifetime portfolio selection problem of tracking a given wealth level with regime switching and portfolio constraint.

We may consider to extend the present results to several directions, for instance, (1) The constrained LQ control problem when the dimension of state is bigger than 1; (2) The stochastic LQ problem when the control variable is constrained in a convex (but not cone) set such as a bounded interval; (3) Stochastic LQ differential game with control constraints. We hope to address these problems in our future research.
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