EXISTENCE AND STABILITY RESULTS FOR AN ISOPERIMETRIC PROBLEM WITH A NON-LOCAL INTERACTION OF WASSERSTEIN TYPE
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Abstract. The aim of this paper is to prove the existence of minimizers for a variational problem involving the minimization under volume constraint of the sum of the perimeter and a non-local energy of Wasserstein type. This extends previous partial results to the full range of parameters. We also show that in the regime where the perimeter is dominant, the energy is uniquely minimized by balls.
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1. Introduction

In this paper we consider a variational problem first proposed in [21] as a model describing the formation of bi-layers cellular membranes. Our first main result is the proof of the existence of minimizers in every space dimension and for every value of the parameters in the model. This extends previous results obtained in [2, 25] to which we refer for further motivation of the problem. Our second main result is a proof of the minimality of the ball in the regime where the perimeter is dominant. To be more concrete, denoting by $W_p$ the Wasserstein distance for $p \geq 1$ (see [24]) and identifying a set $E \subset \mathbb{R}^d$ with the restriction of the Lebesgue measure to $E$, we introduce the non-local energy

$$W_p(E) = \inf_{|F\cap E|=0} W_p(E, F).$$

(1.1)

As already noticed in [2], this may be viewed as a projection problem for the Wasserstein distance (see [7]). We then consider for $\lambda, \alpha > 0$ the variational problem

$$\inf_{|E|=\omega d} P(E) + \lambda \left[ W_p^\alpha(E) \right].$$

(1.2)
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where $\omega_d$ is the volume of the unit ball and $P(E)$ denotes the perimeter of $E$, see [16]. Let us point out that possibly the two most interesting cases are $\alpha = 1$ and $\alpha = \frac{1}{p}$. Our first main result is the following (we use the letter $C$ to denote a generic constant whose value can change from line to line):

**Theorem 1.1.** For every $d \geq 2$, $p \geq 1$, $\alpha > 0$ and $\lambda > 0$, problem (1.2) has minimizers. Moreover, there exists $C = C(d,p,\alpha) > 0$ such that if $E = \bigcup_{i=1}^l E^i$ is such a minimizer with $E^i$ the connected components of $E$, then

$$\sum_{i=1}^l \text{diam}(E^i) \leq C(1 + \lambda)^{\frac{d(p-1)}{1+\alpha p}} \quad \text{and} \quad \inf_i \text{diam}(E^i) \geq \frac{1}{C}(1 + \lambda)^{-\frac{1+p}{1+\alpha p}}.$$

As a consequence $I \leq C(1 + \lambda)^{\frac{d(1+p)}{1+\alpha p}}$ (in particular $E$ has finitely many connected components).

Notice that we can actually say much more about the regularity of the minimizers, see Remark 3.6. This result was first obtained in the case $d = 2$ in [2] and then extended to the case $d \geq 3$ in [25] but under the assumption that $\lambda$ is small together with some restrictions on $\alpha$. The idea of the proof, which is by now well-established in the context of geometrical variational problems (see e.g. [9, 12, 15, 19]), is to follow a concentration-compactness type argument. We first show that thanks to the isoperimetric inequality, lack of compactness for minimizing sequences can only come from splitting of the mass. This leads to the existence of so-called generalized minimizers (see Prop. 3.1). Then, we show following [2], that these generalized minimizers are actually $\Lambda$–minimizers of the perimeter (see [16]) and therefore have uniform density bounds. As a direct consequence, we obtain that they are made of a finite number of uniformly bounded connected components. At this point the proof of the existence is concluded as in [2] using the fact that the non-local energy $W^p_\alpha$ is additive for sets which are sufficiently far apart.

Our second main result is that if $\lambda$ is small enough then (1.2) is uniquely minimized by balls.

**Theorem 1.2.** For every $d \geq 2$, $p \geq 1$ and $\alpha > 0$, there exists $\lambda_0 > 0$ such that for every $\lambda \leq \lambda_0$, balls are the only minimizers of (1.2).

**Remark 1.3.** Let us point out that if we considered the volume as the relevant parameter and replaced (1.2) by

$$\min_{|E|=m} \left[ P(E) + \left[ W^p_\alpha(E) \right]^\alpha \right],$$

then by scaling (see [25]) we would obtain that balls are the unique minimizers for small $m$ if $\alpha \left( 1 + \frac{p}{2} \right) + \frac{1}{\alpha} > 1$ (which is essentially the case for which [25] obtained the existence of minimizers) while balls are the unique minimizers for large $m$ if $\alpha \left( 1 + \frac{p}{2} \right) + \frac{1}{\alpha} < 1$.

Again, this result is neither surprising by its statement nor by the strategy to prove it. Indeed, following the pioneering work of Cicallese and Leonardi which gave in [6] an alternative proof of the quantitative isoperimetric inequality, it has been understood that such stability results may be obtained by combining the regularity theory for $\Lambda$–minimizers of the perimeter together with a (usually delicate) Taylor expansion of the energy around the ball. This second part of the proof is often referred to as a Fuglede type argument, see [11]. Let us cite [1, 3, 8, 14, 17] as a few examples where this strategy has been carried out. The main difficulty here is that our non-local energy depends in a very implicit way on the competitor. Moreover, as opposed to [1, 13, 17], the underlying PDE is non-linear (namely the Monge-Ampère equation) making it very difficult to use standard tools from shape optimization such as shape derivatives. We go around this difficulty by plugging in the dual formulation of optimal transport the Kantorovich potentials corresponding to the ball. This yields the estimate

**Proposition 1.4.** There exists $C = C(d,p,\alpha) > 0$ such that for every set $E$ such that $|E| = |B_1|$ and

$$\partial E = \{(1 + f(x)) x : x \in \partial B_1 \}$$
for some $f : \partial B_1 \mapsto \mathbb{R}$ with $\|f\|_{\infty} \leq 2^{1/d} - 1$,}

$$[W_p^p(B_1)]^\alpha - [W_p^p(E)]^\alpha \leq C \int_{\partial B_1} f^2. \quad (1.3)$$

1.1. Related results in the literature

In the footsteps of [14] there has been an intense research activity around isoperimetric problems with non-local interactions. Probably the simplest and most studied one is the Gamow liquid-drop model where the non-local part of the energy is given by a Riesz type interaction energy. For this model, it has been shown that generalized minimizers exist and are balls for small volume (see [3, 8, 14, 19] and the review paper [5]). However, as opposed to our setting, it has been proven for the liquid-drop model that under some restrictions on the parameters, classical minimizers do not exist for large volumes (see [10, 14]). This is due to the long-range nature of the interactions induced by the Riesz kernel (in comparison with Prop. 2.2). Indeed, for compactly supported kernels it is shown in [22] that minimizers exist for all volumes (see also [20]).

Shortly before submitting this paper, Novack, Topaloglu and Venkatraman proved in [18] (uploaded on the Arxiv the 10th of August 2021) essentially the same existence result as Theorem 1.1. While the basic ingredients of the proofs are similar (a combination of the isoperimetric inequality to avoid the loss of mass for minimizing sequences together with a quasi-minimality property in order to obtain density estimates), the implementation is quite different. Indeed, in the present work we avoid the use of Almgren nucleation Lemma and rely simply on the relative isoperimetric inequality. Moreover, we separate the compactness and the regularity issues with the use of generalized minimizers. As a result, we can directly rely on the well-established regularity theory for $\Lambda-$minimizers of the perimeter. Finally, our result is more quantitative thanks to a more explicit treatment of the volume constraint (see Prop. 3.3) and our interpolation inequality (see Prop. 2.5).

2. The non-local energy

In this section we gather a few useful results about the energy $W_p$ defined in (1.1). Most of these results were obtained in the case of bounded sets in [2, 25] but often with quite different proofs. We start with the well-posedness of (1.1) (see [25], Lem. 4.3 for comparison).

**Proposition 2.1.** There exists $C = C(d, p) > 0$ such that for every set $E \subset \mathbb{R}^d$,

$$W_p(E) \leq C|E|^{\frac{1}{p} + \frac{1}{2d}}. \quad (2.1)$$

Moreover, if $|E| < \infty$, the minimization problem (1.1) is attained by a unique minimizer $F$ and if $\pi$ is an optimal transport plan\(^1\) for $W_p(E, F)$, we have the estimate

$$|x - y| \leq C|E|^{\frac{1}{2}} \quad \text{for } \pi - \text{a.e. } (x, y). \quad (2.2)$$

**Proof.** We may assume without loss of generality that $|E| < \infty$ otherwise there is nothing to prove. By scaling we can further assume that $|E| = 1$. In order to prove (2.1), we will construct a partition $(E_i)_{i \geq 1}$ of $E$ such that each $E_i$ can be transported with a well-controlled cost. To this aim, consider a partition of $\mathbb{R}^d$ into cubes $(Q_i)_{i \geq 1}$ of sidelength $\ell = 2^{1/d}$. Since $|E| = 1$, if we define $E_i = E \cap Q_i$, we have $|E_i| \leq |Q_i|/2$ for every $i$. Therefore we can find a set $F_i \subset Q_i$ such that $|E \cap F_i| = 0$ and $|F_i| = |E_i|$. If $T_i$ is the optimal transport map (in fact any

\(^1\)For $p > 1$ we know from Theorem 2.44 in [24] that $\pi$ is unique and is induced by a map but for $p = 1$, since we do not assume finite moments for $E$ it does not follow from Theorem 2.50 of [24].
transport map would work) from $E_i$ to $F_i$ we have

$$\sup_{E_i} |T_i - x| \leq C.$$ 

Finally, consider $F = \bigcup_i F_i$ and $T$ the map whose restriction to each $Q_i$ is $T_i$. The map $T$ is a transport map from $E$ to $F$ and

$$W_p(E) \leq W_p(E, F) \leq \left( \sum_{i \geq 1} \int_{E_i} |T_i - x|^p \right)^{1/p} \leq C.$$ 

This proves (2.1).

Existence and uniqueness of a minimizer $F$ for (1.1) follows from Proposition 5.2 of [7] (which is stated for $p = 2$, but generalizes easily to any $p \geq 1$) with $f = \chi_{E^c}$ and $\Omega = \mathbb{R}^d$. Moreover, as a consequence of Proposition 5.2 in [7] we have

$$\tilde{W}_p(E) = \inf_{\mu} \left\{ W_p(E, \mu) : \mu \text{ absolutely continuous, and } 0 \leq \mu \leq \chi_{E^c} \right\} = W_p(E). \quad (2.3)$$ 

and $\chi_F$ is also the unique minimizer of $\tilde{W}_p(E)$. Let $\pi$ be an optimal transport plan for $W_p(E, F)$ and let us show (2.2). For this we adapt the proof of Lemma 4.3 in [25] to the case of plans instead of maps. Letting

$$\Gamma = \{(x, y) \in \text{spt} \pi : |x - y| \geq C\}$$ 

let us show that for $C$ large enough, $\pi(\Gamma) = 0$. Assume that it is not the case and let $R$ be such that $|B_R| = 3$. Then, there exists $x \in \mathbb{R}^d$ such that $m = \pi(\Gamma \cap (B_R(x) \times \mathbb{R}^d)) > 0$. Without loss of generality we may assume that $x = 0$. Let $\pi_{\text{bad}} = \chi_{\Gamma \cap (B_R \times \mathbb{R}^d)} \pi$. Since $|B_R| - |E| - |F| \geq 1 \geq m > 0$, there exists $\tilde{\mu} \leq \chi_{B_R}(1 - \chi_E - \chi_F)$ with $\tilde{\mu}(\mathbb{R}^d) = \pi_{\text{bad}}(\mathbb{R}^d \times \mathbb{R}^d)$. Finally let $\theta$ be the first marginal of $\pi_{\text{bad}}$ and set

$$\tilde{\pi} = \pi - \pi_{\text{bad}} + \frac{1}{m} \theta \otimes \tilde{\mu}.$$ 

It is readily checked that the first marginal of $\tilde{\pi}$ is $\chi_E$ and that its second marginal $\mu$ satisfies $\mu \leq \chi_{E^c}$. We thus have on the one hand by definition of $\Gamma$

$$W_p^p(E, F) \geq \int_{(\Gamma \cap (B_R \times \mathbb{R}^d))^c} |x - y|^p d\pi + mC^p.$$ 

On the other hand, by minimality of $F$ for $\tilde{W}_p(E)$,

$$W_p^p(E, F) \leq W_p^p(E, \mu) \leq \int_{(\Gamma \cap (B_R \times \mathbb{R}^d))^c} |x - y|^p d\pi + m2^p R^p.$$ 

This implies $C < 2R$ and concludes the proof that $\pi(\Gamma) = 0$ if $C$ is large enough.

We now turn to the super-additivity and lower semi-continuity of $\mathcal{W}_p$ (compare to [25], Lem. 4.4).

**Proposition 2.2.** We have:
Remark 2.3. Let us point out that for every set $E$, corresponding statement also holds for $F$ to prove ($\ast$) $\ast$. Therefore, appealing once more to (2.3),

\[
\mathcal{W}_p^p(E \cup E') = \mathcal{W}_p^p(E) + \mathcal{W}_p^p(E');
\]

Proof. To prove (i), let $F$ be the $\mathcal{W}_p$-minimizer for $E \cup E'$, and $\pi$ be an optimal transport plan from $E \cup E'$ to $F$. Let $\mu_E$ be the second marginal of $\chi_{E \times \mathbb{R}^d} \pi$ and $\mu_{E'}$ be the second marginal of $\chi_{E' \times \mathbb{R}^d} \pi$. By definition $\mu_E$ is $\mathcal{W}_p$-admissible (recall (2.3)) for $E$. Moreover, $\chi_{E \times \mathbb{R}^d} \pi$ is an optimal transport plan between $E$ and $\mu_E$. The corresponding statement also holds for $E'$ instead of $E$. Therefore, appealing once more to (2.3),

\[
\mathcal{W}_p^p(E) + \mathcal{W}_p^p(E') \leq \mathcal{W}_p^p(E, \mu_E) + \mathcal{W}_p^p(E', \mu_{E'}) = \int_{(E \cup E') \times \mathbb{R}^d} |x - y|^p \, d\pi = \mathcal{W}_p^p(E \cup E').
\]

Property (ii) is a direct consequence of (2.2). Indeed, if $F$ and $F'$ are the $\mathcal{W}_p$-minimizers for $E$ and $E'$, by (2.2), $|(E \cap F) \cap (E' \cap F')| = 0$ so that $F \cup F'$ is admissible for $E \cup E'$ which gives $\mathcal{W}_p^p(E \cup E') \leq \mathcal{W}_p^p(E) + \mathcal{W}_p^p(E')$.

We finally prove (iii), and consider a sequence $(E_n)_{n \geq 1}$ that is $L^1_{\text{loc}}$ converging to $E$. For every $R > 0$ set $E_{R,n} = E_n \cap B_R$ so that $E_{R,n}$ converges in $L^1$ to $E_R = E \cap B_R$. Using the continuity of $\mathcal{W}_p$ with respect to weak convergence, (2.2) and (2.3) it is not hard to check that $\mathcal{W}_p$ is lower semi-continuous with respect to $L^1$ convergence (in Lemma 2.4 below we will actually prove a much stronger result). Since by (2.4), $\mathcal{W}_p(E_{R,n}) \leq \mathcal{W}_p(E_n)$ we have

\[
\mathcal{W}_p(E_R) \leq \liminf_{n \to \infty} \mathcal{W}_p(E_{R,n}) \leq \liminf_{n \to \infty} \mathcal{W}_p(E_n).
\]

Since $E_R$ converges in $L^1$ to $E$ as $R \to \infty$, using once more the lower semi-continuity of $\mathcal{W}_p$ for this convergence we conclude the proof.

Remark 2.3. Let us point out that for every set $E$ with $|E| < \infty$, since $E \cap B_R$ converges in $L^1$ to $E$ as $R \to \infty$, we have by lower semi-continuity and $\mathcal{W}_p(E \cap B_R) \leq \mathcal{W}_p(E)$ that $\lim_{R \to \infty} \mathcal{W}_p(E \cap B_R) = \mathcal{W}_p(E)$.

We then prove that $\mathcal{W}_p^p$ is Lipschitz continuous with respect to $L^1$ convergence. This is a crucial ingredient in order to obtain the $\Lambda$–minimality property of generalized minimizers. See Lemma 4.5 of [2] or Theorem 5.4 in [25] for comparison.

Lemma 2.4. There exists a constant $C = C(d,p) > 0$ such that for any Lebesgue sets $E, E'$

\[
|\mathcal{W}_p^p(E) - \mathcal{W}_p^p(E')| \leq C(|E|^\frac{p}{2} + |E'|^\frac{p}{2})|E \Delta E'|.
\]
Moreover, there exists \( C = C(d, p, \alpha) > 0 \) such that for every family of sets \((E^i)_{i \geq 1}\) and \(((E^i)^c)_{i \geq 1}\),

\[
\left| \left[ \sum_i W_p^p(E^i) \right]^\alpha - \left[ \sum_i W_p^p((E^i)^c) \right]^\alpha \right| 
\leq C \max \left( \left( \sum_i W_p^p(E^i) \right)^{\alpha-1}, \left( \sum_i W_p^p((E^i)^c) \right)^{\alpha-1} \right) \left| \sum_i W_p^p(E^i) - \sum_i W_p^p((E^i)^c) \right|. \tag{2.7}
\]

**Proof.** We start with the proof of (2.6). Thanks to Remark 2.3 we may assume that \( E \) and \( E^i \) are bounded sets. By symmetry of the roles of \( E \) and \( E^i \), it is sufficient to show that

\[
W_p^p(E^i) - W_p^p(E) \leq C|E'|^{\frac{\alpha}{2}}|E' \setminus E|. \tag{2.8}
\]

By scaling we may assume that \( |E'| = 1 \). Let \( F \) with \( |E \cap F| = 0 \) be such that \( W_p^p(E) = W_p^p(E, F) \). Let \( T_E \) be an optimal transport map from \( E \) to \( F \) (which exists by [24], Thm. 2.44 and Thm. 2.50 since \( E \) and \( F \) are bounded), and denote \( T_F = T_E^{-1} \) which is an optimal transport map from \( F \) to \( E \). We define \( \bar{F} = F \setminus E^i \), set \( F^- = T_E(E^i) \cap \bar{F} \) and decompose \( E^i \)

\[
E^i = (E^i \cap T_F(\bar{F})) \cup (E^i \setminus T_F(\bar{F}))
\]

so that \( T_E(E^i \cap T_F(\bar{F})) = F^- \). Our goal is now to construct a set \( F^+ \subset (E^i \cup F^-)^c \) and a map \( T^+ \) from \( E^i \setminus T_F(\bar{F}) \) to \( F^+ \) with controlled transport cost. We proceed as in the proof of (2.1) and consider a partition of \( \mathbb{R}^d \) into cubes \((Q_i)_{i \geq 1}\) of sidelength \( \ell = 3^{1/d} \). We thus have for every \( i \geq 1 \),

\[
|Q_i| - |E' \cap Q_i| - |F^- \cap Q_i| \geq |E' \setminus T_F(\bar{F})|.
\]

Therefore, for any \( i \geq 1 \), there exists \( F_i \subset Q_i \cap (E^i \cup F^-)^c \) such that \( |F_i| = |(E^i \setminus T_F(\bar{F})) \cap Q_i| \) and an optimal transport map \( T_i \) from \( (E^i \setminus T_F(\bar{F})) \cap Q_i \) to \( F_i \). We set \( F^+ = \bigcup_{i \geq 1} F_i \) and define \( T^+ \) from \( E^i \setminus T_F(\bar{F}) \) to \( F^+ \) by setting its restriction on any \( Q_i \) to be \( T_i \). By construction,

\[
\sup_{E^i \setminus T_F(\bar{F})} |T^+ - x| \leq C.
\]

We can now set \( T = T_E \) on \( E' \cap T_F(\bar{F}) \) and \( T = T^+ \) on \( E' \setminus T_F(\bar{F}) \) and obtain

\[
W_p^p(E^i) - W_p^p(E) \leq \int_{E' \cap T_F(\bar{F})} |T_E - x|^p + \int_{E' \setminus T_F(\bar{F})} |T^+ - x|^p - W_p^p(E)
\]

\[
\leq \int_{E' \setminus T_F(\bar{F})} |T^+ - x|^p
\]

\[
\leq C|E' \setminus T_F(\bar{F})|.
\]
We finally observe that
\[ |E' \setminus T_F(\tilde{F})| \leq |E' \setminus E| + |E \setminus T_F(\tilde{F})| = |E' \setminus E| + |E| - |F \setminus E'| \leq |E' \setminus E| + |E' \cap F| \leq 2|E' \setminus E|. \]

This proves (2.8).

We now turn to (2.7). For this we simply use the fact that there exists $C = C(\alpha) > 0$ such that for every $a > 0$ and $b > 0$
\[ |a^\alpha - b^\alpha| \leq C \max(a^{\alpha-1}, b^{\alpha-1}) |a - b|. \]

From (2.7), we see that in order to obtain a good Lipschitz bound for $E \mapsto \left[ W_p^p(E) \right]^\alpha$ when $\alpha < 1$ (recall that we are particularly interested in the case $\alpha = \frac{1}{p} \leq 1$), we will need a control from below on the transport term. This is obtained through the following interpolation result between the perimeter and $W_p$. This result may be seen as a particular case of the more general estimate obtained in [4]. However since in this setting the proof is very elementary we decided to keep it.

**Proposition 2.5.** There exists a constant $C = C(d) > 0$ such that for every family of sets $(E^i)_{i \geq 1}$ we have
\[ \left( \sum_i W_p^p(E^i) \right)^{\frac{1}{p}} \left( \sum_i P(E^i) \right) \geq C \left( \sum_i |E^i| \right)^{1 + \frac{1}{p}} \tag{2.9} \]

**Proof.** Since by Hölder inequality, $W_1(E) \leq W_p(E)|E|^{1-\frac{1}{p}}$, using Hölder inequality once more for the sum we see that it is enough to prove (2.9) for $p = 1$. Let $E$ be a set of finite perimeter and volume. We will first show that there exists $C = C(d) > 0$ such that
\[ W_1(E) \geq Cr(|E| - CrP(E)). \tag{2.10} \]

Take $\eta$ a standard mollifier, rescale it by setting $\eta_r(x) = r^{-d-\eta}(x/r)$ and consider $\phi_r = \eta_r \ast \chi_E$. Using Young’s inequality, we have
\[ |
abla \phi_r|_\infty \leq |\chi_E|_\infty |\nabla \eta_r|_1 \leq C r^{-1}. \]

Therefore, by Kantorovich duality for $W_1$, we obtain using $F \subset E^c$,
\[ W_1(E) = W_1(E, F) = \sup_{|\psi| \leq 1} \int \psi(\chi_E - \chi_F) \geq C \int r \phi_r(\chi_E - \chi_F) \geq Cr \int \phi_r(\chi_E - \chi_{E^c}). \]

Since $\int \phi_r = |E|$,
\[ \int \phi_r \chi_E = |E| - \int \phi_r(1 - \chi_E) = |E| - \int \phi_r \chi_{E^c}, \]
so that
\[ W_1(E) \geq Cr \left( |E| - 2 \int \phi_r \chi_{E^c} \right). \]

We now re-express the term \( \int \phi_r \chi_{E^c} \) in order to bound it by the perimeter of \( E \):
\begin{align*}
\int \phi_r \chi_{E^c} &= \int \int \eta_r (y - x) \chi_E(x) \chi_{E^c}(y) \, dx \, dy \\
&= \frac{1}{2} \int \int \eta_r (x - y) |\chi_E(x) - \chi_E(y)| \, dx \, dy \\
&= \frac{1}{2} \int \int \eta_r (z) |\chi_E(x) - \chi_E(x + z)| \, dz \, dx \\
&\leq CP(E) \int |z| \eta_r (z) \, dz \\
&\leq Cr P(E).
\end{align*}

This proves (2.10). Let now \( (E^i)_{i \geq 1} \) be a family of sets and let us show (2.9). We may assume that \( \sum_i P(E^i) + |E^i| \lt \infty \) since otherwise there is nothing to prove. Summing (2.10) over \( i \geq 1 \) yields
\[ \sum_{i \geq 1} W_1(E^i) \geq Cr \left( \sum_{i \geq 1} |E^i| - Cr \sum_{i \geq 1} P(E^i) \right). \]

We conclude the proof by taking
\[ r = \frac{\varepsilon \sum_{i \geq 1} |E^i|}{\sum_{i \geq 1} P(E^i)}, \]
with \( \varepsilon \) chosen small enough so that \( \varepsilon C \leq 1/2 \).

\[ \Box \]

3. Existence of minimizers

In this section we prove Theorem 1.1. As already explained in the introduction, we will first prove the existence of generalized minimizers and then prove that they are \( \Lambda \)-minimizers of the perimeter to obtain a bound on their diameter which readily implies the existence of minimizers in a classical sense.

3.1. Existence of generalized minimizers

We start with some notation. For a set \( E \) we define the energy (we keep the dependence in \( p \) and \( \alpha \) implicit)
\[ \mathcal{E}_\Lambda (E) = P(E) + \lambda \left[ W_p^p (E) \right]^\alpha. \]

We call a family \( \widetilde{E} = (E^i)_{i \geq 1} \) a generalized set and define the generalized energy as
\[ \tilde{\mathcal{E}}_\Lambda (\widetilde{E}) = \sum_i P(E^i) + \lambda \left[ \sum_i W_p^p (E^i) \right]^\alpha. \]
We say that $\tilde{E}$ is a generalized minimizer if $\sum_i |E^i| = \omega_d$ and

$$\tilde{\mathcal{E}}_\lambda(\tilde{E}) = \inf \left\{ \mathcal{E}_\lambda(\tilde{E}') : \sum_i |(E')^i| = \omega_d \right\}.$$  

**Proposition 3.1.** For every $d \geq 2$, $p \geq 1$, $\alpha > 0$ and $\lambda > 0$, there exists generalized minimizers and

$$\inf \{ \mathcal{E}_\lambda(E) : |E| = \omega_d \} = \inf \left\{ \tilde{\mathcal{E}}_\lambda(\tilde{E}) : \sum_i |E^i| = \omega_d \right\}. \quad (3.2)$$

**Proof.** We start by pointing out that using Proposition 2.2 and a simple rescaling argument (see for instance [25]), it is not hard to modify a generalized minimizing sequence into a classical minimizing sequence so that (3.2) holds.

By (3.2), in order to prove the existence of a generalized minimizer we can consider a classical minimizing sequence $(E_n)_{n \geq 1}$ such that

$$\lim_{n \to \infty} \mathcal{E}_\lambda(E_n) = \inf \left\{ \tilde{\mathcal{E}}_\lambda(\tilde{E}) : \sum_i |E^i| = \omega_d \right\}.$$  

We now follow relatively closely the proof of Theorem 4.9 in [12]. We first notice that using the unit ball $B_1$ as competitor, we may assume that $\mathcal{E}_\lambda(E_n) \leq \mathcal{E}_\lambda(B_1) \leq C(1 + \lambda)$. For every $n \geq 1$, let $Q_{n,i}$ be a partition of $\mathbb{R}^d$ into disjoint cubes of side-length 2 and such that

$$m_{n,i} = |E_n \cap Q_{n,i}|$$

is a decreasing sequence in $i$. By the relative isoperimetric inequality we have

$$\sum_i m_{n,i}^{\frac{d-1}{d}} \leq C \sum_i P(E_n, Q_{n,i}) = CP(E_n) \leq C(1 + \lambda).$$

Since $\sum_i m_{n,i} = \omega_d$, we have for every $I \geq 1$, and every $i \geq I$, $m_{n,i} \leq m_{n,I} \leq \omega_d/I$ and thus

$$\sum_{i \geq I} m_{n,i} = \sum_{i \geq I} m_{n,i}^{\frac{d-1}{d}} m_{n,i}^{\frac{d}{d}} \leq CI^{-\frac{d}{d}} \sum_{i \geq I} m_{n,i}^{\frac{d-1}{d}} \leq C(1 + \lambda)I^{-\frac{d}{d}}.$$  

This proves uniform tightness of $m_{n,i}$ and thus up to extraction we may assume that for every $i$, $m_{n,i} \to m_i$ with $\sum_i m_i = \omega_d$. Let now $z_{n,i} \in Q_{n,i}$. Up to a further extraction we may assume that for every $i, j$, $|z_{n,i} - z_{n,j}| \to c_{ij} \in [0, \infty]$ and $E_n - z_{n,i} \to E^i$ in $L^1_{loc}(\mathbb{R}^d)$. We now introduce an equivalence class by saying that $i \sim j$ if $c_{ij} < \infty$ and denote by $[i]$ the equivalence class of $i$. Notice that if $i \sim j$, $E^i$ and $E^j$ coincide up to a translation. For every equivalence class $[i]$ let $m_{[i]} = \sum_{j \in [i]} m_j$ so that

$$\sum_{[i]} m_{[i]} = \sum_i m_i = \omega_d.$$  

By the $L^1_{loc}$ convergence of $E_n - z_{n,i}$ to $E^i$ and the definition of the equivalence relation, we have for every $j \in [i]$, $|E^j| = m_{[i]}$. Up to a relabeling we may now assume that there is a unique element $E^i$ in each equivalence class.
class. We have thus constructed a generalized set \( \tilde{E} = (E^i)_{i \geq 1} \) such that \( \sum_i |E^i| = \omega_d \). We are left with the proof of

\[
\tilde{\mathcal{E}}_\lambda(\tilde{E}) \leq \liminf_{n \to \infty} \mathcal{E}_\lambda(E_n) = \inf \left\{ \tilde{\mathcal{E}}_\lambda(\tilde{E}) : \sum_i |E^i| = \omega_d \right\}. \tag{3.3}
\]

To this aim let \( I \in \mathbb{N} \). And let \( z_{n,1}, \ldots, z_{n,I} \) be as before such that \( E_n - z_{n,i} \) converges to \( E_i \) and \( |z_{n,i} - z_{n,j}| \to \infty \) as \( n \to \infty \) if \( i \neq j \). For every \( R > 0 \), if \( n \) is large enough, \( \min_{i \neq j} |z_{n,i} - z_{n,j}| \geq 4R \). Therefore, the co-area formula yields

\[
|E_n| \geq \sum_{i=1}^I |E_n \cap (B(z_{n,i}, 2R) \setminus B(z_{n,i}, R))| = \int_R^{2R} \sum_{i=1}^I \mathcal{H}^{d-1}(E_n \cap \partial B(z_{n,i}, t)) \, dt.
\]

By the mean value theorem, we can thus find \( R_n \in (R, 2R) \) such that

\[
\sum_{i=1}^I \mathcal{H}^{d-1}(\partial B_{R_n}(z_{n,i}) \cap E_n) \leq \frac{C}{R}.
\]

We now define \( E^{i,R_n} = (B_{R_n}(z_{n,i}) \cap E_n) - z_{n,i} \) so that on the one hand,

\[
\sum_{i=1}^I P(E^{i,R_n}) \leq P(E_n) + \frac{C}{R}, \tag{3.4}
\]

and on the other hand by (2.4),

\[
\sum_{i=1}^I W^p_{\alpha}(E^{i,R_n}) \leq W^p_{\alpha}(\cup_{i=1}^I B_{R_n}(z_{n,i}) \cap E_n) \leq W^p_{\alpha}(E_n).
\]

From the bound (3.4), we conclude that up to extraction, \( E^{i,R_n} \) converges in \( L^1 \) to a set \( E^{i,R} \) as \( n \to \infty \). Moreover, from the \( L^1_{loc} \) convergence of \( E_n - z_{n,i} \) to \( E_i \) it is not hard to see that also \( E^{i,R} \) converges to \( E_i \) in \( L^1 \) as \( R \to \infty \). We thus conclude that by lower semi-continuity of the perimeter and (2.5) that

\[
\sum_{i=1}^I P(E^{i,R}) + \lambda \left( \sum_{i=1}^I W^p_{\alpha}(E^{i,R}) \right)^\alpha \leq \liminf_{n \to \infty} \left( P(E_n) + \lambda \left[ W^p_{\alpha}(E_n) \right]^\alpha \right) + \frac{C}{R}.
\]

Letting then \( R \to \infty \) and finally \( I \to \infty \) we conclude the proof of (3.3).

Before proceeding further let us study the scaling of the energy.

**Proposition 3.2.** For every fixed \( d \geq 2 \), \( p \geq 1 \) and \( \alpha > 0 \), there exists \( C = C(d,p,\alpha) > 0 \) such that for every \( \lambda > 0 \),

\[
\frac{1}{C} \frac{1}{(1 + \lambda)^{1/p}} \leq \inf \limits_{|E| = \omega_d} \mathcal{E}_\lambda(E) \leq C \frac{1}{(1 + \lambda)^{1/p}}. \tag{3.5}
\]
Moreover, if \( \tilde{E} = (E^i)_{i \geq 1} \) is a generalized minimizer, then

\[
\frac{1}{C} (1 + \lambda)^{\frac{1}{1 + p}} \leq \sum_i P(E^i) \leq C (1 + \lambda)^{\frac{1}{1 + p}}
\]

and

\[
\frac{1}{C} (1 + \lambda)^{- \frac{p}{1 + p}} \leq \sum_i W_p^p(E^i) \leq C (1 + \lambda)^{- \frac{p}{1 + p}}.
\]

**Proof.** Let us first consider the case \( \lambda \leq 1 \). Using the ball \( B_1 \) as competitor and the isoperimetric inequality we have for every generalized minimizer \( \tilde{E} \),

\[
P(B_1) + \lambda \left[ \sum_i W_p^p(E^i) \right]^\alpha \leq \sum_i P(E^i) + \lambda \left[ \sum_i W_p^p(E^i) \right]^\alpha \leq P(B_1) + \lambda \left[ W_p^p(B_1) \right]^\alpha.
\]

From this combined with the isoperimetric inequality we obtain (3.5) and (3.6) together with

\[
\sum_i W_p^p(E^i) \leq W_p^p(B_1).
\]

To obtain the first inequality in (3.7) we combine (2.9) with

\[
\sum_i P(E^i) \leq C.
\]

Let now \( \lambda \geq 1 \). We consider the competitor made of \( N \) balls \( E^i \) of radius \( r \) so that the constraint \( \sum_i |E^i| = \omega_d \) translates into \( Nr^d = 1 \). The energy of such a competitor is such that

\[
\tilde{E}_\lambda(\tilde{E}) \leq C \left( r^{-1} + \lambda r^{pa} \right).
\]

Minimizing in \( r \) by choosing \( r = \lambda^{- \frac{1}{1 + p}} \) (which is admissible since the corresponding \( N \) is large) gives the upper bounds in (3.5), (3.6) and (3.7). Using (2.9) we see that the upper bound in (3.6) gives the lower bound in (3.7) and vice-versa. These lower bounds then also imply the lower bound in (3.5).

**3.2. Quasi-minimality properties of generalized minimizers**

As in many similar variational problems, in order to prove a quasi-minimality property, it will be convenient to relax the volume constraint. To this aim, for \( \Lambda > 0 \) and \( \tilde{E} \) a generalized set we introduce the penalized energy

\[
\tilde{E}_{\lambda, \Lambda}(\tilde{E}) = \sum_i P(E^i) + \lambda \left[ \sum_i W_p^p(E^i) \right]^\alpha + \Lambda \left[ \sum_i |E^i| - \omega_d \right].
\]

We start by proving that if \( \Lambda \) is large enough, then every generalized minimizer is also an unconstrained minimizer of \( \tilde{E}_{\lambda, \Lambda} \).

**Proposition 3.3.** There exists \( C = C(d, p, \alpha) > 0 \) such that for every \( \lambda > 0 \), if \( \Lambda \geq C (1 + \lambda)^{\frac{1}{1 + p}} \) then every generalized minimizer of (3.1) is also a minimizer of \( \tilde{E}_{\lambda, \Lambda} \).

**Proof.** Let \( C_0 \) to be fixed below and assume that \( \Lambda \geq C_0 (1 + \lambda)^{\frac{1}{1 + p}} \). By (3.5), if there exists \( \tilde{E} \) such that

\[
\tilde{E}_{\lambda, \Lambda}(\tilde{E}) < \inf \left\{ \tilde{E}_\lambda(\tilde{E}') : \sum_i |(E')^i| = \omega_d \right\}
\]
we must have
\[
\Lambda \left| \sum_i |E^i| - \omega_d \right| \leq C (1 + \lambda)^{1 + \alpha p}.
\] (3.9)

and \( \sum_i |E^i| \neq \omega_d \). Let
\[
t = \omega_d \left( \sum_i |E^i| \right)^{-\frac{1}{2}}
\]
so that \( t \tilde{E} = (tE^i)_{i \geq 1} \) satisfies \( \sum_{i \geq 1} |tE^i| = \omega_d \). From (3.9), we see that \( t = 1 + \varepsilon \) with \( |\varepsilon| \leq C \Lambda^{-1} (1 + \lambda)^{1 + \alpha p} \).

By hypothesis we have
\[
\tilde{E}_{\lambda, \Lambda}(E) < \tilde{E}_{\lambda}(t \tilde{E}) = (1 + \varepsilon)^{d-1} \sum_i P(E^i) + \lambda (1 + \varepsilon)^{(d+p)\alpha} \left[ \sum_i W_p^p(E^i) \right]^\alpha.
\]

By Taylor expansion we have for \( \Lambda \geq C (1 + \lambda)^{1 + \alpha p} \),
\[
\Lambda \varepsilon < C \varepsilon \left( \sum_i P(E^i) + \lambda \left[ \sum_i W_p^p(E^i) \right]^\alpha \right) \leq C \varepsilon (1 + \lambda)^{1 + \alpha p}.
\]

This gives the bound \( \Lambda \leq C (1 + \lambda)^{1 + \alpha p} \) which yields the conclusion provided \( C_0 > C \).

Combining Lemma 2.4 together with Proposition 3.3 we may now prove that generalized minimizers are \( \Lambda \)-minimizers of the perimeter. We point out that a related quasi-minimality property was derived in Theorem 4.6 of [2].

**Proposition 3.4.** There exists \( C = C(d, p, \alpha) > 0 \) such that if \( \Lambda \geq C (1 + \lambda)^{1 + \alpha p} \), every generalized minimizer \( \tilde{E} = (E^i)_{i \geq 1} \) of \( \tilde{E}_{\lambda} \) is a \( \Lambda \)-minimizer of the perimeter in the sense that for every \( i \geq 1 \) and every set \( E \subset \mathbb{R}^d \),
\[
P(E^i) \leq P(E) + \Lambda |E^i \Delta E|.
\] (3.10)

**Proof.** Let \( \Lambda_0 = C (1 + \lambda)^{1 + \alpha p} \) be such that Proposition 3.3 applies and let \( \tilde{E} = (E^i)_{i \geq 1} \) be a generalized minimizer of \( \tilde{E}_{\lambda} \). Without loss of generality, let us prove (3.10) for \( E^1 \). Using as competitor \( E \times (E^i)_{i \geq 2} \) for \( \tilde{E}_{\lambda, \Lambda_0} \) we find after simplification that
\[
P(E^1) \leq P(E) + \lambda \left( W_p^p(E) + \sum_{i \geq 2} W_p^p(E^i) \right)^\alpha - \left[ \sum_i W_p^p(E^i) \right]^\alpha + \Lambda_0 |E^1 \Delta E|.
\] (3.11)

Notice that we can now assume that
\[
W_p^p(E) \geq W_p^p(E^1)
\] (3.12)
since otherwise we can already conclude that (3.10) holds. Moreover, (3.6) implies in particular that \( P(E^1) \leq C(1 + \lambda)^{\frac{1}{1+\alpha}} \) so that we can assume that
\[
|E^1 \Delta E| \leq CA^{-1}(1 + \lambda)^{\frac{1}{1+\alpha}} \leq C(1 + \lambda)^{-\frac{p}{1+\alpha p}},
\]
which in particular yields \(|E^1| \leq C\). From (2.6), this implies that we can work under the assumption
\[
W^p_p(E) \leq W^p_p(E^1) + C(1 + \lambda)^{-\frac{p}{1+\alpha p}} \leq C(1 + \lambda)^{-\frac{p}{1+\alpha p}}.
\]
Combining (3.11), (2.7) and (2.6) we find
\[
P(E^1) \leq P(E) + \lambda \max \left( \left( \sum_i W^p_p(E^i) \right)^{\alpha - 1}, \left( W^p_p(E) + \sum_{i \geq 2} W^p_p(E^i) \right)^{\alpha - 1} \right) |E^1 \Delta E| + \Lambda_0 |E^1 \Delta E| \tag{3.13}
\]
\[
\leq P(E) + C(1 + \lambda)^{\frac{1+\alpha p}{1+\alpha p}} |E^1 \Delta E|.
\]
This proves (3.10).

As a direct corollary we obtain uniform density estimates for generalized minimizers (see [16], Thm. 21.11).

**Proposition 3.5.** There exists \( C = C(d, p, \alpha) > 0 \) such that if \( r < C(1 + \lambda)^{-\frac{1+\alpha p}{1+\alpha p}} \), every generalized minimizer \( \tilde{E} = (E^i)_{i \geq 1} \) of \( \tilde{E}_\lambda \) satisfies for every \( i \) and every \( x \in \partial E^i \) (here \( \partial E^i \) denotes the measure-theoretic boundary of \( E^i \))
\[
|E^i \cap B(x, r)| \geq \frac{\omega_d d^d}{4^d} r^d.
\]

As a consequence, up to relabeling, we have \( \tilde{E} = (E^i)_{i = 1}^I \) where for every \( i \), \( E^i \) are compact connected sets such that \( \mathcal{H}^{d-1}(\partial E^i) = P(E^i) \). Moreover, there is a constant \( C = C(d, p, \alpha) > 0 \) such that
\[
\sum_{i = 1}^I \text{diam}(E^i) \leq C(1 + \lambda)^{-\frac{d-1(1+\alpha p)}{1+\alpha p}} \quad \text{and} \quad \min_i \text{diam}(E^i) \geq \frac{1}{C}(1 + \lambda)^{-\frac{d+1}{1+\alpha p}}. \tag{3.15}
\]

As a consequence \( I \leq C(1 + \lambda)^{\frac{d+1}{1+\alpha p}} \).

**Remark 3.6.** Let us notice that the regularity theory for \( \Lambda \)-minimizers of the perimeter gives us actually much more. Denote by \( \partial^* E \) the reduced boundary of \( E \) (see [16]) and \( \Sigma(E) = \partial E \setminus \partial^* E \). Then if \( E \) is a \( \Lambda \)-minimizer of the perimeter, \( \partial^* E \) is \( C^{1,\gamma} \) for every \( \gamma < 1/2 \) and \( \Sigma(E) \) is empty if \( d \leq 7 \), an at most finite union of points if \( d = 8 \) and satisfies \( \mathcal{H}^s(\Sigma(E)) = 0 \) for every \( s > d - 8 \) if \( d \geq 9 \). For classical or generalized minimizers of our energy we expect higher regularity to hold but this goes beyond the scope of this paper.

**Proof of Proposition 3.5.** By Proposition 3.4, there exists \( \Lambda = C(1 + \lambda)^{\frac{1+\alpha p}{1+\alpha p}} \) such that every generalized minimizer \( \tilde{E} = (E^i)_{i \geq 1} \) is a \( \Lambda \)-minimizer of the perimeter. By Theorem 21.11 of [16], (3.14) holds as long as \( \Lambda r < 1 \).
This proves the first part of the claim. We can further make the identification

\[ E^i = \{ x \in \mathbb{R}^d : \liminf_{r \to 0} |E^i \cap B(x, r)| > 0 \} \]

so that thanks to (3.14), \( E^i \) are closed sets with \( \mathcal{H}^{d-1}(\partial E^i) = P(E^i) \). By (2.4) we may further assume that each \( E^i \) is connected. Fix now \( r \) such that \( \Delta r = 1/2 \). By Vitali’s covering Lemma, for every \( i \) let \( x_1, \ldots, x_{N_i} \in E^i \) be such that \( E^i \subset \bigcup_{j=1}^{N_i} B(x_j, r) \) and \( B(x_j, r/5) \) are pairwise disjoint. Using (3.14) we have \( N_i \leq C r^{-d}|E^i| \). Since \( \text{diam}(E^i) \leq C r N_i \) we have

\[ \sum_i \text{diam}(E^i) \leq C r^{-(d-1)} \leq C(1 + \lambda)^{(d-1)(1+p)} \]

This proves the first part of (3.15). The second part follows from \( \text{diam}(E^i) \geq C|E^i|^{1/d} \geq C r \) which is a direct consequence of (3.14).

3.3. Proof of Theorem 1.1

We may now conclude the proof of Theorem 1.1 and show the existence of (classical) minimizers for (1.2).

Proof of Theorem 1.1. For every fixed \( d \geq 2, p \geq 1, \alpha > 0 \) and \( \lambda > 0 \), Proposition 3.1 gives the existence of a generalized minimizer \( \tilde{E} = (E^i)_{i \geq 1} \). We thus have by (3.2),

\[ \sum_i P(E^i) + \lambda \left[ \sum_i \mathcal{W}_p(E^i) \right]^\alpha = \inf_{|E| = \omega_d} \mathcal{E}_\lambda(E). \]

Thanks to Proposition 3.5, if \( R = C(1 + \lambda)^{(d-1)(1+p)} \) with \( C > 0 \) large enough, then \( \tilde{E} = (E^i)_{i \geq 1} \) with \( I \leq R^{\frac{1}{d}} \) and for every \( i \leq I, E_i \) is a connected compact set with \( \sum_{i=1}^{I} \text{diam}(E^i) \leq \frac{1}{2} R \). Let \( (e_1, \ldots, e_d) \) be the canonical basis of \( \mathbb{R}^d \) and define the set

\[ E = \bigcup_{i=1}^{I} (E^i + R e_1). \]

By Proposition 2.2, if \( C \) is large enough, \( \mathcal{W}_p(E) = \sum_i \mathcal{W}_p(E^i) \). Since \( E^i \) are pairwise disjoint we also have \( P(E) = \sum_i P(E^i) \) (and \( |E| = \sum_i |E^i| = \omega_d \)) so that

\[ \mathcal{E}_\lambda(E) = \sum_i P(E^i) + \lambda \left[ \sum_i \mathcal{W}_p(E^i) \right]^\alpha \underset{(3.2)}{=} \inf_{|E| = \omega_d} \mathcal{E}_\lambda(E). \]

Therefore \( E \) is a minimizer of (1.2) and the proof is complete.

4. Minimality of the Ball for Small \( \lambda \)

We now turn to Theorem 1.2 and prove that for small \( \lambda \) the unique minimizers of (1.2) are balls. We first show that for \( \lambda \) small enough, up to a translation, every minimizer of (1.2) is a small \( C^{1,\gamma} \) perturbation of the ball \( B_1 \).

**Proposition 4.1.** For every \( d \geq 2, p \geq 1, \alpha > 0, \gamma \in (0,1/2) \) and \( \varepsilon > 0 \), there exists \( \lambda_0 = \lambda_0(d, p, \alpha, \gamma, \varepsilon) \) such that for every \( \lambda \leq \lambda_0 \), up to translation, every minimizer \( E \) of (1.2) is nearly spherical in the sense that its
barycenter is in 0 and there exists $f : \partial B_1 \mapsto \mathbb{R}$ with $\|f\|_{C^{1,\gamma}} \leq \varepsilon$ such that

$$\partial E = \{(1 + f(x))x : x \in \partial B_1\}.$$  

**Proof.** The proof is quite classical and mostly rests on the (uniform in $\lambda$) $\Lambda$–minimizing property of $E$. Let $E_\lambda$ be a sequence of minimizers of (1.2). For fixed $\gamma \in (0, 1/2)$ we aim at proving that up to translation $E_\lambda$ converges in $C^{1,\gamma}$ to $B_1$. We start by noting that using $B_1$ as a competitor together with the quantitative isoperimetric inequality we have up to translation,

$$|E_\lambda \Delta B_1|^2 \leq C \left(P(E) - P(B_1)\right) \leq C\lambda \left([W_p^p(B_1)]^\alpha - [W_p^p(E_\lambda)]^\alpha\right) \leq C\lambda [W_p^p(B_1)]^\alpha.$$

(4.1)

Therefore $E_\lambda$ converges in $L^1$ to $B_1$. It is now a classical fact that if a sequence of $\Lambda$–minimizers converges in $L^1$ to a smooth set then the whole sequence is actually smooth (with the notation of Remark 3.6, $\Sigma(E_\lambda) = \emptyset$) and the convergence holds in $C^{1,\gamma}$ (see e.g. [6], Lem. 3.6). As a consequence the barycenter of $E_\lambda$ also converges to 0 and the proof is concluded.

We now recall that for nearly spherical sets, it was shown in [11] that there exists $C = C(d) > 0$ such that

$$\int_{\partial B_1} f^2 \leq C \left(P(E) - P(B_1)\right).$$

(4.2)

Moreover, Proposition 1.4 states that for such sets we also have

$$\left([W_p^p(B_1)]^\alpha - [W_p^p(E)]^\alpha\right) \leq C \int_{\partial B_1} f^2.$$

(4.3)

Postponing the proof of (4.3) to the next section we may conclude the proof of Theorem 1.2.

**Proof of Theorem 1.2.** By Proposition 4.1, if $\lambda$ is small enough then every minimizer $E$ of (1.2) is nearly spherical. Arguing as in (4.1) we have

$$\int_{\partial B_1} f^2 \overset{(4.2)}{\leq} C \left(P(E) - P(B_1)\right) \leq C\lambda \left([W_p^p(B_1)]^\alpha - [W_p^p(E)]^\alpha\right) \overset{(4.3)}{\leq} C\lambda \int_{\partial B_1} f^2,$$

which implies that if $\lambda$ is small enough, $f = 0$ and thus $E = B_1$. 

**4.1. Proof of Proposition 1.4**

We start with a few simple facts about $W_p^p(B_1)$. We let $A = B_{2^{1/p}} \setminus B_1$ be the annulus of volume $\omega_d$ around $B_1$. With a slight abuse of notation, we will write $\phi(x) = \phi(|x|)$ if $\phi$ is a radially symmetrical function.

**Lemma 4.2.** We have the following properties:

(i) The minimizer $F$ of (1.1) for $B_1$ is $A$;

(ii) The map

$$T(x) = (1 + |x|^d)^{\frac{1}{2}} \frac{x}{|x|}$$

(4.4)

is an optimal transport map (the unique one if $p > 1$) between $B_1$ and $F$;

(iii) the corresponding Kantorovich potentials $(\phi, \psi)$ are radially symmetric and $r \mapsto \psi(r)$ is increasing. Finally, $(\phi, \psi)$ are locally Lipschitz continuous.
Proof. We start with (i). By Proposition 2.1, let $F$ be the unique minimizer of (1.1) for $B_1$, so that $\mathcal{W}_p(B_1) = W_p(B_1, F)$. If $R$ is any rotation of $\mathbb{R}^d$, since $\mathcal{W}_p(R(B_1), R(F)) = W_p(B_1, F)$, we see that $R(F)$ is also a minimizer of (1.1) for $B_1$. By uniqueness we have $F = R(F)$ and thus $F$ is radially symmetric. Let us now prove that $F = A$. We denote by $T$ an optimal transport map from $B_1$ to $F$. For $y \in F$ let $x \in B_1$ be such that $T(x) = y$. Applying Lemma 5.1 of [7] with $f = \chi_{B_i^1}$ yields that $\chi_F = \chi_{B_i^1}$ on $B(x, |y - x|)$. By the radial symmetry of $F$, we obtain that $B_{|y|} \setminus B_1$ is included in $F$. Since this is true for every $y \in F$ we conclude that $F = A$.

Regarding (ii), we note that $T$ defined in (4.4) is the unique radially symmetric map (in the sense that $T(x) = f(|x|) \frac{x}{|x|}$) which solves $\nabla T = 1$ and $f(0) = 1$. Let us argue that $T$ is $c$-cyclically monotone for the cost $c(x, y) = |x - y|^p$ and thus an optimal transport map between any bounded radially symmetric set $E$ and $T(E)$ (see [24], Def. 2.33 and Rem. 2.39). This follows from the fact that $f(r) = (1 + r^d)^{1/d}$ is monotone on $\mathbb{R}^+$ and thus also $c$-cyclically monotone on $\mathbb{R}^+$ (as these two notions coincide for convex costs in dimension one) so that for every $x_1, \ldots, x_I$, using the convention $x_0 = x_I$

$$\sum_{i=1}^I |T(x_i) - x_i|^p = \sum_{i=1}^I |f(|x_i|) - |x_i||^p \leq \sum_{i=1}^I |f(|x_{i-1}|)| - |x_i||^p$$

$$\leq \sum_{i=1}^I |f(|x_{i-1}|)| \frac{x_{i-1}}{|x_{i-1}|} - |x_i||^p = \sum_{i=1}^I |T(x_{i-1}) - x_i||^p. $$

Notice that the inverse map $T^{-1} : B_1^* \mapsto \mathbb{R}^d$ is given by

$$T^{-1}(y) = \left(|y|^d - 1\right) \frac{\frac{1}{d} y}{|y|}. $$

As for (iii), we argue a bit differently for $p > 1$ and $p = 1$. Let us start with the easier case $p = 1$. Denoting $\phi(x) = -|x|$ we have that $\phi$ is $1$–Lipschitz, radially symmetric and decreasing (and thus $\psi = -\phi$ is radially symmetric and increasing) and satisfies for $x \in \mathbb{R}^d$

$$\phi(x) - \phi(T(x)) = |T(x)| - |x| = |T(x) - x|$$

so that $(\phi, -\phi)$ is indeed a couple of Kantorovich potentials. As a side note, it is easily seen from (4.5) that on the one hand, up to a constant $\phi$ is the unique Kantorovich potential and on the other hand that every optimal transport map must be radially symmetric (there is however no uniqueness of the optimal transport map). Note also that the validity of (4.5) gives an alternative proof of the optimality of $T$ when $p = 1$.

For $p > 1$, we first argue that $\phi$ is radially symmetric and decreasing. For this we use that by Theorem 1.17 of [23], if we let $h(z) = |z|^p$, then the unique Kantorovich potential $\phi$ is given by

$$\nabla \phi(x) = \nabla h(x - T(x)) = -p \left((1 + |x|^d)^{\frac{1}{d}} - |x|\right)^{p-1} x \frac{x}{|x|} = \phi'(|x|) \frac{|x|}{|x|}$$

with $\phi' \leq 0$. Now since $\phi$ and $\psi$ are $c$–conjugate, we have

$$\psi(y) = \inf_x [|x - y|^p - \phi(x)]$$

from which we deduce that also $\psi$ is radially symmetric. Arguing exactly as for $\phi$ but with $T$ replaced by $T^{-1}$ we see that $\psi$ is increasing on $B_1^*$. In order to conclude that $\psi$ is in fact increasing on $\mathbb{R}^d$ we will prove that for
or in other words that (4.6) is attained at $x = 0$. We first point out that (4.7) holds for $|y| = 1$ since $T^{-1}(y) = 0$ and thus by definition of Kantorovich potentials

$$\phi(0) + \phi(y) = |y|^p.$$  

We also observe that since $\phi$ is decreasing, for every $y \in \mathbb{R}^d$ the optimal $x$ in (4.6) must satisfy $|x| \leq |y|$ (and $x = |x|y/|y|$). Fix now $y \in B_1$ and let $x$ be such that

$$\psi(y) = |y - x|^p - \phi(x).$$

Let $\bar{y} = y/|y| \in \partial B_1$. Using $x$ as a competitor in (4.6) for $\bar{y}$ we have

$$\psi(\bar{y}) = 1 - \phi(0) \leq (1 - |x|^p - \phi(x)).$$

Using now 0 as competitor in (4.6) for $y$ we also have

$$(|y| - |x|)^p - \phi(x) \leq |y|^p - \phi(0)$$

so that

$$1 - (1 - |x|^p) \leq \phi(0) - \phi(x) \leq |y|^p - (|y| - |x|^p).$$

However the function $t \to t^p - (t - |x|^p)$ is increasing in $[|x|, \infty)$ so that we reach a contradiction unless $x = 0$. To conclude, the local Lipschitz continuity of $(\phi, \psi)$ is standard, see Proposition 2.43 of [24].

In order to prove (4.3) we will need the following simple result.

**Lemma 4.3.** Let $\psi$ be a radially symmetric and increasing function and let $E \subset B_{2^{1/d}}$ with $|E| = \omega_d$. Then

$$\inf_F \left\{ \int_F \psi : |F \cap E| = 0 \text{ and } |F| = \omega_d \right\} = \int_{B_{2^{1/d}} \setminus E} \psi. \quad (4.8)$$

**Proof.** We first show that for any $r > 0$,

$$\min_{|E| = |B_r|} \int_E \psi = \int_{B_r} \psi. \quad (4.9)$$

For $E$ with $|E| = |B_r|$, we write

$$\int_E \psi - \int_{B_r} \psi = \int_{E \setminus B_r} \psi - \int_{B_r \setminus E} \psi.$$

Since $\psi$ is radially increasing we have

$$\inf_{E \setminus B_r} \psi \geq \psi(r) \geq \sup_{B_r \setminus E} \psi.$$
Using $|E \setminus B_r| = |B_r \setminus E|$, we find
\[ \int_E \psi - \int_{B_r} \psi \geq 0, \]
and thus (4.9) holds.

Now if $E \subset B_{2^{1/d}}$ with $|E| = \omega_d$, for every set $F$ with $|F \cap E| = 0$ and $|F| = |E| = \omega_d$, we have $|E \cup F| = |B_{2^{1/d}}|$ and thus
\[ \int_F \psi = \int_{F \cup E} \psi - \int_E \psi \overset{(4.9)}{\geq} \int_{B_{2^{1/d}}} \psi - \int_E \psi = \int_{B_{2^{1/d}} \setminus E} \psi, \]
which is the desired conclusion.

We may now prove Proposition 1.4.

Proof of Proposition 1.4. We may assume that $W_p(B_1) \leq W_p(E)$ since otherwise there is nothing to prove. Using (2.7) we see that it is enough to prove the estimate for $\alpha = 1$, that is
\[ W_p^p(B_1) - W_p^p(E) \leq C \int_{\partial B_1} f^2. \quad (4.10) \]
Let $(\phi, \psi)$ be the Kantorovich potentials associated with $W_p(B_1, A)$ and recall that by Lemma 4.2, $\psi$ is radially symmetric and increasing. By hypothesis, $E \subset B_{2^{1/d}}$. For every admissible competitor $F$ for $W_p(E)$ we have by duality
\[ W_p^p(E, F) \geq \int_E \phi + \int_F \psi. \]
Taking the infimum over $F$ we get
\[ W_p^p(E) \geq \int_E \phi + \inf_F \left\{ \int_F \psi : |F \cap E| = 0 \text{ and } |F| = \omega_d \right\} \overset{(4.8)}{\geq} \int_E \phi + \int_{B_{2^{1/d}} \setminus E} \psi. \]

Therefore,
\[ W_p^p(B_1) - W_p^p(E) \leq \int_{B_1} \phi + \int_A \psi - \int_{B_{2^{1/d}}} \psi \]
\[ = \int_{B_1} (\phi - \psi) - \int_{E \setminus B_{2^{1/d}}} (\phi - \psi) \]
\[ = \int_{B_1 \setminus E} (\phi - \psi) - \int_{E \setminus B_1} (\phi - \psi). \]

We may now argue as in Proposition 6.2 of [14]. We let $c = \phi(1) - \psi(1)$ and use that $\phi$ and $\psi$ are Lipschitz continuous in a neighborhood of $\partial B_1$ to infer
\[ \int_{B_1 \setminus E} (\phi - \psi) - \int_{E \setminus B_1} (\phi - \psi) = \int_{B_1 \setminus E} [(\phi - \psi) - c] - \int_{E \setminus B_1} [(\phi - \psi) - c] \leq C \int_{B_1 \setminus E} |1 - |x||, \]
\[ \leq C \int_{\partial B_1} f^2. \]

This concludes the proof of (4.10). \qed
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