CUT TIME IN THE SUB-RIEMANNIAN PROBLEM ON THE CARTAN GROUP*
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Abstract. We study the sub-Riemannian structure determined by a left-invariant distribution of rank 2 on a step 3 Carnot group of dimension 5. We prove the conjectured cut times of Yu. Sachkov for the sub-Riemannian Cartan problem. Along the proof, we obtain a comparison with the known cut times in the sub-Riemannian Engel group, and a sufficient (generic) condition for the uniqueness of the length minimizer between two points. Hence we reduce the optimal synthesis to solving a certain system of equations in elliptic functions.
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1. Introduction

1.1. Background

The sub-Riemannian Cartan group \( C \) is the nilpotent model for all sub-Riemannian problems with growth vector \((2, 3, 5)\). As a consequence of the non-integrability results of \([9, 14]\), it is the only free nilpotent group with step three or greater for which the Hamiltonian system of the Pontryagin Maximum Principle (PMP) \([17]\) is Liouville integrable.

A geometric description of the optimal control problem in the sub-Riemannian Cartan group can be given in terms of the generalized (dual) Dido problem: Given two points \( a, b \in \mathbb{R}^2 \) and a fixed “shoreline”, i.e., a curve \( \bar{\gamma} \) connecting \( b \) and \( a \), fix a desired oriented area \( S \in \mathbb{R} \) and a desired center of mass \( c \in \mathbb{R}^2 \), see Figure 1. The problem is to find the shortest curve \( \gamma \) connecting \( a \) and \( b \) such that the region of the plane bounded by the curves \( \bar{\gamma} \) and \( \gamma \) has an area equal to \( S \) and the center of mass \( c \).

In this paper, we consider the equivalent simplified problem where \( \bar{\gamma} \) is the straight line connecting \( b \) and \( a \).

A closely related problem is that of optimal control in the sub-Riemannian Engel group \( E \) with the growth vector \((2, 3, 4)\). The geometric description of the Engel problem is the same as in the Cartan case, except instead of fixing the center of mass, we fix a line on which the center of mass should lie.
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In both the Cartan and Engel groups, application of the PMP leads to a complete description of the geodesics. This is due to the fact that all the (injective) abnormal trajectories are straight lines, so there are no strictly abnormal trajectories. The normal extremal trajectories in both the Cartan and Engel cases project to Euler elasticae in the plane. Conversely, every elastica lifts to an extremal trajectory in the Cartan group and, if suitably rotated, also in the Engel group [6, 18].

A key part of the optimal synthesis is to understand when each extremal trajectory loses its global optimality, i.e., to understand the cut times. In this paper, we consider all extremal trajectories to be parametrized by arc length.

**Definition 1.1.** Let \( q: [0, \infty) \rightarrow M \) be an arc length parametrized extremal trajectory in a sub-Riemannian manifold \( M \). The cut time \( t_{\text{cut}}(q) \) is the maximal time \( T \) such that \( q: [0, T] \rightarrow M \) is a minimizing geodesic.

When \( M \) is the Cartan group \( C \) or the Engel group \( E \), we will also use the notation \( t_{\text{cut}}^C(\gamma) \) or \( t_{\text{cut}}^E(\gamma) \), where the elastica \( \gamma: [0, \infty) \rightarrow \mathbb{R}^2 \) is the projection of a Cartan or Engel extremal trajectory.

The Euler elasticae can be inflectional, non-inflectional, critical, or straight lines. For both the Cartan and Engel problems, straight lines and critical elasticae are optimal for all time, so the study of the cut time reduces to studying lifts of inflectional and non-inflectional elasticae.

Upper bounds for the cut time are provided by Maxwell times.

**Definition 1.2.** Let \( q: [0, \infty) \rightarrow M \) be an extremal trajectory in a sub-Riemannian manifold \( M \). A point \( q(t) \) is called a Maxwell point if there exists another extremal trajectory \( \tilde{q} \neq q \) such that \( \tilde{q}(t) = q(t) \). The instant \( t \) is called a Maxwell time.

In the Engel case \( M = E \), the cut times are solved in [8]. A key ingredient to identify the cut times is the description of a discrete group of symmetries and their Maxwell times [6].

For the Cartan case \( M = C \), the analogous discrete dihedral group of symmetries is described in [20]. This group of symmetries is generated by a symmetry \( \varepsilon^1 \), which reflects an elastica in the center of its chord, and a symmetry \( \varepsilon^2 \), which reflects an elastica in the perpendicular bisector to the chord (up to an additional rotation). A detailed description of the Maxwell times corresponding to these symmetries is given in [19]. Based on numerical evidence, it was also conjectured that these times are in fact the first Maxwell times.

In the Engel case, a similar cut time conjecture was proved in two steps:

1. Study the first conjugate times [7].
2. Prove uniqueness of the geodesics connecting the initial point with every point before the obtained Maxwell point (or the first conjugate point) [8].
In the Cartan case, we use the same steps to validate the conjectured cut times. For the first step, bounds for the conjugate times have been obtained recently in [23]. Our main goal is to complete the second step and hence obtain the cut times in the Cartan case.

1.2. Main results

**Theorem 1.3.** In the generalized Dido problem, if the desired enclosed area \( S \) is nonzero and the center of mass does not lie on the perpendicular bisector to the line segment from \( a \) to \( b \), then there exists a unique minimizer connecting the points \( a \) and \( b \).

In [8], the analogous result is proved by a case-by-case study of an explicit parametrization of the geodesics. In the Cartan case, we are able to give a sufficient reduction of the technical analysis so that one case follows from continuity of the parametrization (see Lem. 3.7), and the most difficult case can be obtained using the results of [8] for the Engel group (see Lem. 3.8). See also Theorem 4.2 for an alternate description of Theorem 1.3 using coordinates on the Cartan group.

Consequently we verify the conjectured cut time of [19] in Theorem 4.3. That is, we obtain the following.

**Theorem 1.4.** For every extremal \( q \) in the sub-Riemannian Cartan group, the cut time is equal to the first Maxwell time of \( q \) or the limit of Maxwell times of extremals \( q_n \) converging to \( q \). Moreover, the first Maxwell time for each extremal is the first Maxwell time corresponding to one of the symmetries \( \varepsilon_1 \) or \( \varepsilon_2 \).

In the case when the cut time is equal to the limit of Maxwell times of nearby extremals, the results of [23] imply that the cut time is in fact equal to the first conjugate time.

**Definition 1.5.** Let \( q: [0, \infty) \to M \) be a geodesic in a sub-Riemannian manifold \( M \). For any \( \varphi \in [0, \infty) \), let \( q_\varphi: [0, \infty) \to M \) be the geodesic \( q_\varphi(t) = q(t + \varphi) \). The geodesic \( q \) is called equioptimal if \( t_{\text{cut}}(q) = t_{\text{cut}}(q_\varphi) \) for all \( \varphi \in [0, \infty) \). The sub-Riemannian manifold \( M \) is called equioptimal, if all of its arc length parameterized geodesics are equioptimal.

As a consequence of the formula for the cut times in the Engel case in [8], the Engel group is equioptimal. The analogous equioptimality result in the Cartan case is given in Corollary 4.4.

Every arc of an elastica that is optimal for the Engel problem is also optimal for the Cartan problem, so the Cartan cut times are never smaller than the Engel cut times. We show that, up to a constant factor, there is also a converse bound.

**Theorem 1.6.** There exists a constant \( \zeta < 2 \) such that for any elastica \( \gamma: [0, \infty) \to \mathbb{R}^2 \) that is rotated so that it lifts to an extremal trajectory for the Engel group, we have

\[ t_{\text{cut}}^E(\gamma) \leq t_{\text{cut}}^C(\gamma) \leq \zeta \cdot t_{\text{cut}}^E(\gamma). \]

See Figure 2 for a visual description of the longest optimal arcs of inflectional and non-inflectional elasticae starting from the point of minimum absolute curvature. The values \( k_1 \) and \( k_0 \) refer to certain critical values of the parametrization of inflectional elasticae, see Section 2.2 for details.

1.3. Structure of the paper

In Section 2, we cover the basic definitions of sub-Riemannian geometry and cover relevant known results for the Cartan and Engel groups. In Section 3, we prove our most important technical result, Proposition 3.2, stating that a certain restriction of the sub-Riemannian exponential mapping is proper. In Section 4, we obtain our main results and describe properties of the Cartan and Engel cut times along with their visual comparison. We discuss some related open problems in Section 5. In Appendix A, we give formulas for the first Maxwell times as the roots of certain equations depending on elliptic functions.
Figure 2. Family of longest optimal inflectional and non-inflectional elasticae in the Engel case (gray arcs), and in the Cartan case (unions of gray and black arcs).

2. Preliminaries

In this section, we give the formulation of the sub-Riemannian problems on the Cartan and Engel groups and describe previously obtained results for both problems.

2.1. Optimal control problem

A left-invariant sub-Riemannian problem on a Lie group $M$ with two-dimensional control $(u_1, u_2) \in \mathbb{R}^2$ can be formulated as follows:

\begin{align*}
\dot{q} &= u_1 X_1 + u_2 X_2, \quad q \in M, \\
q(0) &= \text{Id}, \quad q(T) = q, \\
l(q(\cdot)) &= \int_0^T \sqrt{u_1^2 + u_2^2} \, dt \rightarrow \min,
\end{align*}

(2.1) (2.2) (2.3)
where the vector fields $X_1$ and $X_2$ on $M$ are left-invariant and generate the Lie algebra of $M$; the terminal
time $T$ is not fixed. By left-invariance, there is no loss of generality in assuming that the initial point $q(0)$ is the identity $Id$.

The solutions of the problem (2.1)–(2.3) define the sub-Riemannian distance as $d(Id, q) = l(q(\cdot))$, where $q$ is
the optimal curve connecting $Id$ with $q$. The optimal control $(u_1(t), u_2(t))$ and the desired trajectory $q(t)$ can have arbitrary time parametrization, so, without loss of generality, we assume that all solutions are parametrized with constant speed $\sqrt{u_1^2 + u_2^2} \equiv \text{const}$. By the Cauchy-Schwarz inequality, it follows that the sub-Riemannian length minimization problem (2.3) is equivalent to the action minimization problem with a fixed terminal time $T$:

$$
\int_0^T \frac{u_1^2 + u_2^2}{2} \, dt \to \min.
$$

(2.4)

As mentioned in the introduction, application of the PMP to problem (2.1), (2.2), (2.4) leads to a description
of the geodesics. When $M$ is the Cartan or the Engel group, all abnormal geodesics are simultaneously normal,
so we consider only normal geodesics.

Normal geodesics are solutions to the Hamiltonian system

$$
\dot{\lambda} = \vec{H}(\lambda), \quad \lambda \in T^*M,
$$

(2.5)

given by the maximized Hamiltonian function

$$
H(\lambda) = \frac{1}{2} \left( h_1^2(\lambda) + h_2^2(\lambda) \right), \quad h_i(\lambda) = \langle \lambda, X_i \rangle, \ i = 1, 2,
$$

(2.6)

with normal extremal controls $u_i(\lambda) = h_i(\lambda)$.

Arc length parameterized geodesics are projections of extremals $\lambda_t$ with $H(\lambda_t) \equiv 1/2$. The initial cylinder is defined by

$$
C = \{ \lambda \in T^*IdM \mid H(\lambda) = 1/2 \}.
$$

Integration of (2.5) gives the parametrization of all (arc length parametrized) extremal trajectories, defining the exponential mapping

$$
\text{Exp}: N = C \times [0, \infty) \to M,
$$

$$
\text{Exp}(\lambda, t) = q_t.
$$

**Definition 2.1.** The cut time $t_{\text{cut}}(\lambda)$ is the time when the extremal trajectory corresponding to the covector $\lambda$
loses its global optimality:

$$
t_{\text{cut}}(\lambda) = \sup\{ T > 0 \mid \text{Exp}(\lambda, t) \text{ is optimal for } t \in [0, T] \}.
$$

**Definition 2.2.** A point $q_T = \text{Exp}(\lambda, T)$ is called a conjugate point for the point $Id$ if $\nu = (\lambda, T)$ is a critical
point of the exponential mapping. The instant $T$ is then called a conjugate time along the extremal trajectory $q_t = \text{Exp}(\lambda, t), t \in [0, \infty)$.

**Definition 2.3.** A point $q_T$ of an extremal trajectory $q_t = \text{Exp}(\lambda, t)$ is called a Maxwell point if there exists
another extremal trajectory $\tilde{q}_t = \text{Exp}(\tilde{\lambda}, t), q_t \neq \tilde{q}_t$, such that $\tilde{q}_T = q_T$. The instant $T$ is called a Maxwell time.

We denote the first conjugate time by $t_{\text{conj}}^1(\lambda) > 0$ and the first Maxwell time by $t_{\text{MAX}}^1(\lambda) > 0$ for the corresponding trajectory $\text{Exp}(\lambda, t)$. The significance of the Maxwell and conjugate times is the following result:
**Theorem 2.4** ([1], Thm. 8.72). For each $\lambda \in C$ such that the trajectory $\text{Exp}(\lambda, t)$ does not contain abnormal segments, we have

$$t_{\text{cut}}(\lambda) = \min\left(t_{\text{conj}}^1(\lambda), t_{\text{MAX}}^1(\lambda)\right).$$

A common reason for Maxwell points to appear along a trajectory is a symmetry.

**Definition 2.5.** A pair of mappings

$$S: N \to N, \quad S: M \to M$$

is called a **symmetry of the exponential mapping** if

$$S \circ \text{Exp}(\nu) = \text{Exp} \circ S(\nu), \quad \nu \in N,$$

and the first mapping $S$ preserves time.

**Definition 2.6.** Let $S$ be a symmetry of the exponential mapping. The Maxwell set corresponding to $S$ in the preimage of the exponential mapping is

$$\text{MAX}_S = \{\nu \in N \mid S(\nu) \neq \nu, \text{Exp}(\nu) = \text{Exp} \circ S(\nu)\}.$$  

The set of **fixed points corresponding to $S$** is

$$\text{FIX}_S = \{\nu \in N \mid S(\nu) = \nu\}.$$  

The first Maxwell time does not always correspond to any symmetry $S$ of Exp, as can be seen for instance in the affine on control Euler’s elastic problem [4]. However, the first Maxwell time corresponds to a symmetry of Exp in each of the fully studied left-invariant sub-Riemannian problems on the following groups: the Heisenberg group $H(3)$ [24]; the groups $\text{SO}(3)$, $\text{SL}(2)$ with axisymmetric metrics [10]; $\text{SE}(2)$ [22]; $\text{SH}(2)$ [11]; the Engel group $E$ [8]. In this paper, we prove that the same is true for the problem on the Cartan group $C$.

### 2.2. Known facts about the Cartan case

The control system (2.1) for the left-invariant sub-Riemannian problem on the Cartan group can be specified more explicitly in coordinates as follows:

\begin{align*}
\dot{x} &= u_1, \\
\dot{y} &= u_2, \\
\dot{z} &= -u_1 y + u_2 x, \\
\dot{v} &= u_2 x^2 + y^2, \\
\dot{w} &= -u_1 x^2 + y^2,
\end{align*}  

where $q = (x, y, z, v, w) \in C \cong \mathbb{R}^5$.

The family of all normal extremal trajectories of the problem is parametrized by the cylinder

$$C^C = \{\lambda \in T^*_0 \text{Id} C \mid H(\lambda) = 1/2\} = \{(\theta, c, \alpha, \beta) \in S^1 \times \mathbb{R} \times \mathbb{R} \times S^1 \mid \alpha \geq 0\},$$
where $\alpha, \beta$ represent polar coordinates. The cylinder $C^C$ is further decomposed into subsets as follows:

$$C^C = \cup_{i=1}^7 C_i^C, \quad C_i^C \cap C_j^C = \emptyset, \quad i \neq j,$$

$$\lambda = (\theta, c, \alpha, \beta),$$

where $\alpha, \beta$ represent polar coordinates. The cylinder $C^C$ is further decomposed into subsets as follows:

\begin{align*}
C_1^C &= \{\lambda \in C^C | \alpha \neq 0, E \in (-\alpha, \alpha)\}, \\
C_2^C &= \{\lambda \in C^C | \alpha \neq 0, E \in (\alpha, +\infty)\}, \\
C_3^C &= \{\lambda \in C^C | \alpha \neq 0, E = \alpha, c \neq 0\}, \\
C_4^C &= \{\lambda \in C^C | \alpha \neq 0, E = -\alpha, c = 0, \theta - \beta = 0\}, \\
C_5^C &= \{\lambda \in C^C | \alpha \neq 0, E = \alpha, c = 0, \theta - \beta = \pi\}, \\
C_6^C &= \{\lambda \in C^C | \alpha = 0, c \neq 0\}, \\
C_7^C &= \{\lambda \in C^C | \alpha = c = 0\},
\end{align*}

where $E = \frac{c^2}{2} - \alpha \cos(\theta - \beta)$ is the energy of the mathematical pendulum:

$$\dot{\theta} = c, \quad \dot{c} = -\alpha \sin(\theta - \beta), \quad \dot{\alpha} = \dot{\beta} = 0. \quad (2.12)$$

For each value of the constants $\alpha, \beta$, the pendulum trajectory $(\theta_t, c_t)$ defines a trajectory in $C$ via the exponential mapping $\text{Exp}^C(\lambda, t) = q_t$, where $\lambda = (\theta, c, \alpha, \beta)$ and $(\theta, c) := (\theta_0, c_0) \in S^1 \times \mathbb{R}$. $c_t$ is the initial point of the pendulum trajectory.

Elliptic coordinates $\lambda = (\varphi, k, \alpha, \beta)$ on the sets $C^C_i, i = 1, 2, 3$, were introduced in [18] for the explicit parametrization of $\text{Exp}^C$. The parameter $\varphi$ is the motion time of the pendulum (2.12) from the point of stable equilibrium. The parameter $k$ is a reparametrization of the energy $E$:

\begin{align*}
\lambda \in C_1^C &\quad \Rightarrow \quad k = \sqrt{\frac{E + \alpha}{2\alpha}} \in (0, 1), \\
\lambda \in C_2^C &\quad \Rightarrow \quad k = \sqrt{\frac{2\alpha}{E + \alpha}} \in (0, 1), \\
\lambda \in C_3^C &\quad \Rightarrow \quad k = 1.
\end{align*}

The projections of $\text{Exp}^C(\lambda, t)$ to the plane $(x, y)$ for $\lambda$ in $C_1^C, C_2^C$, and $C_3^C$ are inflectional, non-inflectional, and critical Euler elasticae respectively. When $\lambda \in C_5^{457} = C_1^C \cup C_2^C \cup C_3^C$, the projections are straight lines parametrized by $\lambda \in S^1_0$. The projections for $\lambda \in C_6^C$ are circles parametrized by $\lambda = (\theta, c, c \neq 0)$.

**Remark 2.7.** If $\lambda \in C_3^C \cup C_4^C$, then $t_{\text{cut}}^C(\lambda) = \infty$. For $\lambda \in C_1^C \cup C_2^C \cup C_6^C$, the cut time $t_{\text{cut}}^C(\lambda)$ is finite.

A two-parameter group of continuous symmetries of the exponential mapping is formed by dilations and rotations

\begin{align*}
\delta_\mu &: (\theta, c, \alpha, \beta, t) \quad \mapsto \quad (\theta, c/\mu, \alpha/\mu^2, \beta, \mu t), \quad \mu > 0, \\
\delta_\mu &: (x, y, z, v, w) \quad \mapsto \quad (\mu x, \mu y, \mu^2 z, \mu^3 v, \mu^3 w); \\
R_\eta &: (\theta, c, \alpha, \beta, t) \quad \mapsto \quad (\theta - \eta, c, \alpha, \beta - \eta, t), \quad \eta \in S^1; \\
R_\eta &: (x, y, z, v, w) \quad \mapsto \quad (x \cos \eta + y \sin \eta, y \cos \eta - x \sin \eta, z, \\
v \cos \eta + w \sin \eta, w \cos \eta - v \sin \eta).}
\end{align*}
There is also a dihedral group of discrete symmetries $G = \{ \text{Id}, \varepsilon^1, \varepsilon^2, \varepsilon^3 = \varepsilon^1 \circ \varepsilon^2 \}$ of $\text{Exp}^C$, which is described in [20]. In terms of the $(x, y)$ projection, the symmetry $\varepsilon^1$ reflects an elastica in the center of its chord; the symmetry $\varepsilon^2$ reflects an elastica in the perpendicular bisector to the chord up to an additional rotation; the symmetry $\varepsilon^3$ reflects an elastica in the chord up to the same additional rotation. Those symmetries generate the corresponding Maxwell sets $\text{MAX}_i := \text{MAX}_{\varepsilon_i}$ and the corresponding sets of fixed points $\text{FIX}_i := \text{FIX}_{\varepsilon_i}$ in the preimage of the exponential mapping. For a detailed description of $\text{MAX}_i$, $\text{FIX}_i$, see [21]. Denote the unions of these sets by

$$\text{MAX} = \bigcup_{i=1}^3 \text{MAX}_i, \quad \text{FIX} = \bigcup_{i=1}^3 \text{FIX}_i.$$  

**Lemma 2.8** ([19], Cor. 2.2, Cor. 2.4, Cor. 3.1, Prop. 3.5).

$$(\lambda, t) \in \text{MAX} \cup \text{FIX} \iff \text{Exp}^C(\lambda, t) \in C',$$

where

$$C' = \{(x, y, z, v, w) \in C \mid zV = 0\},$$

$$V = xv + yw - \frac{(x^2 + y^2)z}{2}.$$  

A function $t : C^C \to (0, +\infty]$ for the minimal Maxwell time corresponding to the symmetries $\varepsilon^1, \varepsilon^2$ is defined in [19]. It gives an upper bound for the first Maxwell time and hence the cut time, i.e.,

$$t_{\text{cut}}^C(\lambda) \leq t_{\text{MAX}}^1(\lambda) \leq t(\lambda), \quad \forall \lambda \in C^C.$$  

As mentioned in Remark 2.7, $t(\lambda) = \infty$ for $\lambda \in C^C_3 \cup C^C_{457}$. Elsewhere using dilations $\delta_\mu$, we define the renormalized function $\mu t(\lambda) = t \circ \delta_\mu(\lambda)$ so that one period of the corresponding elastica has unit length. The explicit dilation factors $\mu_\lambda$ and the resulting function $\mu t$ are

$$\lambda \in C^C_1 \quad \Rightarrow \quad \mu_\lambda = \frac{\sqrt{\alpha}}{4K(k)}, \quad \mu t(\lambda) = t_1(k) = \min\{t_1^v(k), t_1^v(k)\},$$

$$\lambda \in C^C_2 \quad \Rightarrow \quad \mu_\lambda = \frac{\sqrt{\alpha}}{2kK(k)}, \quad \mu t(\lambda) = t_2(k) = t_2^v(k),$$

$$\lambda \in C^C_6 \quad \Rightarrow \quad \mu_\lambda = \frac{|c|}{2\pi}, \quad \mu t(\lambda) = t_2(0) = t_2^v(0),$$

where $K(k)$ is the complete elliptic integral of the first kind and $t_1^v(k), t_2^v(k)$ correspond to the minimal times with vanishing $z$ or $V$. Explicit formulas are given in Appendix A.

To prove our main theorems, we need the following bounds for $t_1$ and $t_2$.

**Lemma 2.9.** The Maxwell times $t_1^v(k), t_2^v(k)$ satisfy

$$k \in [0, k_0) \quad \Rightarrow \quad t_1^v(k) \in (1, 3/2), \quad t_2^v(k) \in (1, 2),$$

$$k = k_0 \quad \Rightarrow \quad t_1^v(k) = t_2^v(k) = 1,$$

$$k \in (k_0, 1) \quad \Rightarrow \quad t_1^v(k) \in (1/2, 1), \quad t_2^v(k) \in (1, 2).$$
The first Maxwell time $t_1(k)$ satisfies
\[ t_1(k) = \begin{cases} 
t^+_1(k), & k \in (0, k_1] \cup [k_0, 1), \\
t^+_1(k), & k \in [k_1, k_0], 
\end{cases} \]
where $k_0 \approx 0.909$ and $k_1 \approx 0.802$ are roots of certain equations in elliptic functions and satisfy $t^+_1(k) = t^+_1(k)$.

**Proof.** Follows immediately from Corollary 2.1, Proposition 2.2, Proposition 2.5 of [19]. \qed

**Lemma 2.10.** The first Maxwell time $t_2(k)$ satisfies
\[ k \in [0, 1] \Rightarrow t_2(k) \in (1, 2). \]

**Proof.** By Proposition 3.2 of [19], we have $t^+_2(k) \in (1, 2)$ for all $k \in (0, 1)$.

Moreover, by Proposition 3.4 of [19], we have also
\[ 1 < \lim_{k \to 0} t^+_2(k) < 2. \]

Finally, by Lemma A.1, there exists $\tilde{k} < 1$ such that $t^+_2(k) \leq \frac{3}{2}$ for all $k < \tilde{k} < 1$. It follows that $\lim_{k \to 1} t^+_2(k) \leq \frac{3}{2} < 2$, proving the statement of the lemma. \qed

**Theorem 2.11 ([23]).** For each $\lambda \in \mathbb{C}^C$
\[ t(\lambda) \leq t^{1}_{\text{conj}}(\lambda). \]

By equation (2.13) and Theorem 2.11, the subset
\[ \hat{N} = \{ (\lambda, t) \in \mathbb{C}^C \times [0, \infty) \mid t \leq t(\lambda) \} \]
in the preimage of the exponential mapping describes all the potentially optimal geodesics.

To prove that all these geodesics are indeed optimal, we study the restriction of $\Exp^C$ to the following set:
\[ \hat{N} := \hat{N} \setminus (\text{FIX} \cup \text{MAX}), \]
\[ \Exp(\hat{N}) \subset \hat{C}, \quad \hat{C} = \mathbb{C} \setminus \mathbb{C}' = \{ (x, y, z, v, w) \in \mathbb{C} \mid zV \neq 0 \}. \]

**2.3. Comparison with the Engel cut time**

Let us recall the known facts about the solution for the sub-Riemannian problem on the Engel group $E$ that we are going to use in the study of $\Exp |_{\hat{N}}$. The control system (2.1) for the left-invariant sub-Riemannian problem on the Engel group can be specified by equations (2.7)–(2.10), i.e., we have a natural projection
\[ \pi_E : \mathbb{C} \to \mathbb{E}, \quad \pi_E(x, y, z, v, w) = (x, y, z, v). \]

The family of all normal extremal trajectories of the problem is parametrized by the cylinder
\[ C^E = \{ \lambda^E \in T_{\text{ld}}^* \mathbb{E} \mid H(\lambda^E) = 1/2 \} = \{ (\theta, c, \alpha) \in S^1 \times \mathbb{R} \times \mathbb{R} \}. \]

We also define a projection between the cylinders
\[ \pi_E : C^C \to C^E, \quad \pi_E(\theta, c, \alpha, \beta) = (\theta, c, \alpha). \]
The cylinder in the Engel case also has a decomposition $C^E = \bigcup_{i=1}^7 C^E_i$, see [6] for the details. This decomposition satisfies

$$C^E_i \cap \{ \alpha \geq 0 \} = \pi_E(C^C_i \cap \{ \beta = 0 \}), \quad i = 1 \ldots 7.$$ 

The case $\alpha < 0$ is symmetric to the case $\alpha > 0$.

**Lemma 2.12.** Let $q_t = \text{Exp}^C(\lambda^C, t), t \geq 0$ be an extremal trajectory for the sub-Riemannian problem on $C$ with $\lambda^C = (\theta, c, \alpha, \beta) \in C^C$. Then $\text{Exp}^E(\pi_E(\lambda^C), t) = \pi_E(q_t)$ is an extremal trajectory for the sub-Riemannian problem on $E$, where

$$\pi_E = \pi_E \circ R_{\beta - \pi/2}.$$ 

**Proof.** Follows directly from the explicit formulas for the exponential mappings in the Cartan case [18] and in the Engel case [6]. \qed

**Theorem 2.13** ([8]). For each covector $\lambda \in C^E$, let $\mu_\lambda$ be the dilation factor such that the corresponding elastica has a unit length period. The normalized function $\mu^{E}_{\text{cut}} : C^E \to (0, +\infty]$ for the cut times in the Engel group has the following form:

- $\lambda \in C^E_1 \Rightarrow \mu_\lambda = \frac{\sqrt{|\alpha|}}{4K(k)}$, $\mu^{E}_{\text{cut}}(\lambda) = \min\{1, t^c_1(k)\}$,
- $\lambda \in C^E_2 \Rightarrow \mu_\lambda = \frac{\sqrt{|\alpha|}}{2kK(k)}$, $\mu^{E}_{\text{cut}}(\lambda) = 1$,
- $\lambda \in C^E_6 \Rightarrow \mu_\lambda = \frac{|c|}{2\pi}$, $\mu^{E}_{\text{cut}}(\lambda) = 1$.

If the projection of a Cartan extremal trajectory is optimal in the Engel group, then the Cartan trajectory must be optimal as well. Hence we have the inequality

$$t^C_{\text{cut}}(\lambda^C) \geq t^E_{\text{cut}} \circ \pi_E(\lambda^C), \quad \forall \lambda^C \in C^C.$$ (2.14)

As a consequence of Lemmas 2.9 and 2.10, we can bound the conjectured cut times in the Cartan group by the corresponding cut times in the Engel group:

**Lemma 2.14.** There exists a constant $1 \leq \zeta < 2$ such that for every $\lambda^C \in C^C_1 \cup C^C_2$, we have

$$t(\lambda^C) \leq \zeta \cdot t^E_{\text{cut}}(\lambda^E),$$

where $\lambda^E := \pi_E(\lambda^C)$.

**Proof.** Since $\pi_E(C^C) \subset C^E$, we find that

$$t^E_{\text{cut}}(\lambda^E) = \begin{cases} \min \{ t^c_1(k), t^c_2(k) \}, & \lambda \in C^C_1, \\ \min \{ t^c_1(k), 1 \}, & \lambda \in C^C_2. \end{cases}$$

Therefore, if we set

$$\zeta = \max \{ \max_{k \in [0,1]} t^c_1(k), \max_{k \in [0,1]} t^c_2(k) \},$$
the inequality \( t(\lambda) \leq 1 \cdot t_{\text{cut}}^E(\lambda^E) \) follows, so it remains to show that \( \zeta < 2 \).

This bound follows from the earlier estimates on \( t_1 \) and \( t_2 \). Namely, we get the bounds \( \max_{k \in [0,1]} t_1^\lambda(k) \leq \frac{3}{2} \) and \( \max_{k \in [0,1]} t_2(k) < 2 \) from Lemmas 2.9 and 2.10.

3. Properness of the sub-Riemannian exponential map

**Definition 3.1.** A map \( f : X \to Y \) is proper if \( f^{-1}(K) \subset X \) is compact for any compact set \( K \subset Y \).

The goal of this section is to prove the following result.

**Proposition 3.2.** The restriction \( \text{Exp}^C : \tilde{N} \to \tilde{C} \) of the sub-Riemannian exponential is a proper map.

For the proof of properness, the following notion is convenient.

**Definition 3.3.** Let \( X \) be a topological space. A sequence \( (x_j)_{j \in \mathbb{N}} \in X \) is said to be escaping if it eventually exits any compact set. That is, for any compact set \( K \subset X \), there exists \( j_0 \in \mathbb{N} \) such that for \( j \geq j_0 \), we have \( x_j \in X \setminus K \).

Recall that in metric spaces properness is characterized by preserving escaping sequences. That is, if \( f : X \to Y \) is a continuous map between metric spaces \( X \) and \( Y \), then \( f \) is proper if and only if \( f(x_j)_{j \in \mathbb{N}} \subset Y \) is escaping for every escaping sequence \( (x_j)_{j \in \mathbb{N}} \subset X \).

**Remark 3.4.** When referring to escaping sequences, we use the notation \( (\lambda_n, t_n) \to \partial \tilde{N} \) and \( \text{Exp}^C(\lambda_n, t_n) \to \partial \tilde{C} \). The boundaries \( \partial \tilde{N} \) and \( \partial \tilde{C} \) are understood inside the one-point compactifications of \( C^C \times [0, \infty) \) and \( \tilde{C} \) respectively, in order to also handle the case when \( (\lambda_n, t_n) \to \infty \).

The proof of Proposition 3.2 is given in Section 3.2 by considering two types of escaping sequences \( (\lambda_n, t_n) \to \partial \tilde{N} \).

The first case is when the sequence \( (t_n)_{n \in \mathbb{N}} \) stays bounded. Then the claim that \( \text{Exp}(\lambda_n, t_n) \to \partial \tilde{C} \) will follow by continuity by considering a (possibly abnormal) limit of the corresponding trajectories \( t \mapsto \text{Exp}(\lambda_n, t) \).

The second case is when \( (t_n)_{n \in \mathbb{N}} \) is instead unbounded. Then the proof is more involved and follows by comparison with the known cut times in the Engel case. To make this comparison easier, we consider two simplifications in Section 3.1. First, we reduce to the dense subset of the points \( (\lambda, t) \in \tilde{N} \) with \( \lambda \in C_1^C \cup C_2^C \). Second, using the rotational symmetry of the sub-Riemannian exponential map, we further reduce to \( \lambda = (\theta, c, \alpha, \beta) \in C_1^C \cup C_2^C \) with \( \beta = 0 \).

3.1. Reduction to rotated generic elasticae

A priori we have to consider escaping sequences \( (\lambda_n, t_n) \to \partial \tilde{N} \) with arbitrary \( \lambda_n \in C^C \). However, since \( C_1^C \cup C_2^C \) is dense in \( C^C = C_1^C \cup \cdots \cup C_7^C \), such sequences are well approximated by escaping sequences with \( \lambda_n \in C_1^\tilde{C} \cup C_2^\tilde{C} \). More precisely, we have the following lemma.

**Lemma 3.5.** Suppose \( X \) and \( Y \) are boundedly compact metric spaces, \( f : X \to Y \) is a continuous map, and \( U \subset X \) is a dense subset. Assume that if \( (u_j)_{j \in \mathbb{N}} \subset X \) is an escaping sequence and \( u_j \in U \) for all \( j \in \mathbb{N} \), then the sequence \( f(u_j)_{j \in \mathbb{N}} \subset Y \) is also escaping. Then \( f \) is proper.

**Proof.** Let \( (x_j)_{j \in \mathbb{N}} \subset X \) be any escaping sequence. We need to verify that \( f(x_j)_{j \in \mathbb{N}} \subset Y \) is also escaping.

By continuity of the function \( f \) and denseness of the subset \( U \subset X \), there exist points \( u_j \in U \) such that

\[
d_X(x_j, u_j) < 1/j \quad \text{and} \quad d_Y(f(x_j), f(u_j)) < 1/j \quad \forall j \in \mathbb{N}.
\]  

(3.1)

If \( K \subset X \) is any compact set, then by bounded compactness of \( X \), also the set

\[
\overline{B}(K, 1) = \{x \in X \mid d(x, K) \leq 1\}
\]
is compact. If for some \( j \in \mathbb{N} \), we have \( x_j \notin \overline{B}(K, 1) \), then \( u_j \notin K \) by (3.1). Therefore the assumption that \( (x_j)_{j \in \mathbb{N}} \subset X \) is escaping implies that \( (u_j)_{j \in \mathbb{N}} \subset X \) is escaping.

By the assumption of the lemma, the sequence \( f(u_j)_{j \in \mathbb{N}} \) is escaping. Arguing exactly as before with the role of \( x_j \) and \( u_j \) taken by \( f(u_j) \) and \( f(x_j) \), we see that bounded compactness of \( Y \) and (3.1) imply that \( f(x_j)_{j \in \mathbb{N}} \) is escaping.

**Lemma 3.6.** Suppose that \( \text{Exp}^C(\theta_n, c_n, \alpha_n, 0, t_n) \to \partial \tilde{C} \) for any escaping sequence \( (\theta_n, c_n, \alpha_n, 0, t_n) \to \partial \tilde{N} \) in \( \tilde{N} \). Then \( \text{Exp}^C(\lambda_n, t_n) \to \partial \tilde{C} \) for any escaping sequence \( (\lambda_n, t_n) \to \partial \tilde{N} \) in \( \tilde{N} \).

**Proof.** If \( (\lambda_n, t_n) = (\theta_n, c_n, \alpha_n, \beta_n, t_n) \to \partial \tilde{N} \) is an escaping sequence, so is the rotated sequence \( R_{\beta_n}(\lambda_n, t_n)_{n \in \mathbb{N}} \). Since \( R_{\beta_n}(\lambda_n, t_n) = (\theta_n - \beta_n, c_n, \alpha_n, 0, t_n) \), the assumption of the lemma implies that

\[
\text{Exp}^C(\theta_n - \beta_n, c_n, \alpha_n, 0, t_n) \to \partial \tilde{C}.
\]

Rotations preserve both the coordinates \( z \) and \( V \), so the set \( \tilde{C} \) and its boundary \( \partial \tilde{C} \) are invariant under the rotations. It follows that

\[
\text{Exp}^C(\lambda_n, t_n) = R_{-\beta_n} \circ \text{Exp}^C(\theta_n - \beta_n, c_n, \alpha_n, 0, t_n) \to \partial \tilde{C}.
\]

\[
\square
\]

### 3.2. Proof of properness

We will next conclude the proof of Proposition 3.2 that the restriction \( \text{Exp}^C : \tilde{N} \to \tilde{C} \) of the sub-Riemannian exponential in the Cartan group is proper. The proof splits into two cases based on boundedness of \((t_n)_{n \in \mathbb{N}}\).

In the bounded time case, we show that the sequence is escaping by considering a limiting trajectory of the extremal trajectories \( t \mapsto \text{Exp}(\lambda_n, t) \).

**Lemma 3.7.** Suppose \((\lambda_n, t_n)_{n \in \mathbb{N}} \subset \tilde{N}\) is an escaping sequence with \((t_n)_{n \in \mathbb{N}}\) bounded. Then any limit point of the sequence \( \text{Exp}^C(\lambda_n, t_n) \) is contained in \( \mathbb{C} = \{ zV = 0 \} \).

**Proof.** Fix \( T > 0 \) such that \( t_n \in [0, T] \) for all \( n \in \mathbb{N} \). Consider the family of normal trajectories \( q_n : [0, T] \to \mathbb{C} \), \( q_n(t) = \text{Exp}^C(\lambda_n, t) \) with controls \( u_n = (u_{1,n}, u_{2,n}) \). Denote by \( e^{t\tilde{H}}(\lambda_n) \) the Hamiltonian flow of (2.5). Then the controls \( u_n \) are given by the linear Hamiltonians \( h_i \) (see (2.6)) as

\[
u_{i,n}(t) = h_i(e^{t\tilde{H}}(\lambda_n)).\]

In the Carnot group setting, the flow of the Hamiltonian is the right translation of the initial covector \( \lambda_n \). By left-invariance, we may write the above using the adjoint map \( \text{Ad} \), *i.e.*, the differential of the conjugation, as

\[
u_{i,n}(t) = h_i(e^{t\tilde{H}}(\lambda_n)) = \lambda_n(\text{Ad}q_n(t)X_i), \quad i = 1, 2. \tag{3.2}\]

Let \( q \in \mathbb{C} \) be a limit point of the sequence of points \( \text{Exp}^C(\lambda_n, t_n) \in \mathbb{C} \). Up to taking a subsequence, we may assume that \( \text{Exp}^C(\lambda_n, t_n) \to q \). Since the trajectories \( q_n \) are all 1-Lipschitz curves through \( q_n(0) = \text{Id} \), up to taking a further subsequence, we may assume by Arzelà-Ascoli that there exists a limit trajectory \( q_{\infty} : [0, T] \to \mathbb{C} \) such that \( q_n \to q_{\infty} \) uniformly.

If the sequence \((\lambda_n)_{n \in \mathbb{N}}\) of covectors is bounded in \( \mathbb{C} \), there exists a limit point \((\lambda, t) \to (\lambda, t) \in \tilde{N} \). The assumption that \((\lambda_n, t_n)_{n \in \mathbb{N}} \) is escaping in \( \tilde{N} \) implies that \((\lambda, t) \in \tilde{N} \setminus \tilde{N} = \text{MAX} \cup \text{FIX} \). By Lemma 2.8, \( q = \text{Exp}(\lambda, t) \in \mathbb{C} \).
Suppose instead that the sequence \((\lambda_n)_{n \in \mathbb{N}}\) of covectors is unbounded in \(C^C\). Let \((a_n)_{n \in \mathbb{N}} \subset (0, \infty)\) be a sequence such that there exists a finite non-zero limit \(\lambda_\infty := \lim_{n \to \infty} a_n\lambda_n \in T^*_\text{Id}C\). The assumption that \((\lambda_n)_{n \in \mathbb{N}}\) is unbounded implies that necessarily \(a_n \to 0\).

Rescaling (3.2) by the factors \(a_n \in (0, \infty)\), we find that each trajectory \(q_n\) satisfies

\[
a_n\lambda_n(\text{Ad}_{q_n(t)}X_i) - a_nu_{i,n}(t) = 0, \quad i = 1, 2.
\]

By continuity, we conclude that the limit trajectory \(q_\infty\) satisfies

\[
\lambda_\infty(\text{Ad}_{q_\infty(t)}X_i) = 0, \quad i = 1, 2.
\]

Hence, the trajectory \(q_\infty\) is abnormal (see for instance [13], Cor. 2.14).

Since the only abnormal curves are horizontal lines, we see that \(q_\infty\) is contained in \(\{z = V = 0\}\). Finally, since \(t_n \in [0, T]\) for all \(n \in \mathbb{N}\), by uniform convergence, we conclude that

\[
q = \lim_{n \to \infty} q_n(t_n) = q_\infty(\lim_{n \to \infty} t_n),
\]

so the limit point \(q\) is contained in \(C'\). \(\square\)

In the unbounded time case, we show that the sequence is escaping by comparing to the distance on the Engel group.

**Lemma 3.8.** Let \((\lambda_n^C, t_n)_{n \in \mathbb{N}} \subset \tilde{N}\) be a sequence with \(t_n \to \infty\). Then \(d(\text{Id}, \text{Exp}^C(\lambda_n^C, t_n))_{n \in \mathbb{N}} \to \infty\).

**Proof.** By Lemma 2.14, there exists a constant \(\zeta \in [1, 2)\) independent of \(\lambda_n^C\) such that \(t(\lambda_n^C) \leq \zeta \cdot t_{\text{cut}}(\lambda_n^E)\), where \(\lambda_n^E = \pi_E(\lambda_n^C)\). By assumption \((\lambda_n^C, t_n) \in \tilde{N}\), so

\[
t_n < t(\lambda_n^C) \leq \zeta \cdot t_{\text{cut}}(\lambda_n^E).
\]

Denote the trajectories by \(q_n(t) := \text{Exp}^C(\lambda_n^C, t)\) for short.

If \(t_{\text{cut}}(\lambda_n^E) < t_n \leq \zeta \cdot t_{\text{cut}}(\lambda_n^E)\), then, by the triangle inequality, we can bound

\[
d(\text{Id}, q_n(t_n)) \geq d\left(\text{Id}, q_n(t_{\text{cut}}(\lambda_n^E))\right) - d\left(q_n(t_{\text{cut}}(\lambda_n^E)), q_n(t_n)\right).
\]

Since the trajectories \(q_n(t)\) are 1-Lipschitz and optimal on the interval \([0, t_{\text{cut}}(\lambda_n^E)]\), the above can be further estimated by

\[
d(\text{Id}, q_n(t_n)) \geq (2 - \zeta) t_{\text{cut}}(\lambda_n^E) \geq \frac{2 - \zeta}{\zeta} t_n.
\]

On the other hand, if \(t_n \leq t_{\text{cut}}(\lambda_n^E)\), then the trajectory is already optimal in the Engel group, and hence is also optimal in \(C\). That is, we have

\[
d(\text{Id}, q_n(t_n)) = t_n.
\]

In either case, the assumption that \(t_n \to \infty\) implies that \(d(\text{Id}, q_n(t_n)) \to \infty\) as \(n \to \infty\). \(\square\)

Up to taking subsequences, Proposition 3.2 follows by combining Lemmas 3.7 and 3.8.
4. Cut time

We now have all the ingredients to verify the conjectured cut times of [19].

4.1. Proofs of the main theorems

The first result is the uniqueness of geodesics for the points $\tilde{C} = \{(x, y, z, v, w) \in C \mid zV \neq 0\}$, where $V = xv - yw - (x^2 + y^2)z/2$.

**Theorem 4.1.** $\text{Exp}^C : \tilde{N} \to \tilde{C}$ is diffeomorphism.

**Proof.** The group $S^1$ of rotations $R_\eta$ acts freely on both $\tilde{N}$ and $\tilde{C}$. Since the rotations are symmetries of the sub-Riemannian exponential $\text{Exp}^C : \tilde{N} \to \tilde{C}$, it follows that the exponential descends to a well-defined smooth map $\text{Exp} : \tilde{N}/S^1 \to \tilde{C}/S^1$. Since the action on $C$ is free, it suffices to prove that the quotient map $\tilde{\text{Exp}}$ is a diffeomorphism.

First, by Proposition 3.2, the exponential $\text{Exp}^C : \tilde{N} \to \tilde{C}$ is proper, so $\tilde{\text{Exp}}$ is proper as well. Second, by Theorem 2.11, the Jacobian of $\text{Exp}^C$ is nonzero everywhere in $\tilde{N}$, so also the Jacobian of $\tilde{\text{Exp}}$ is everywhere nonzero. The claim then follows by the Hadamard Global Diffeomorphism Theorem ([12], Thm. 6.2.8) once we show that the connected components of $\tilde{C}/S^1$ are simply connected.

The connected components of $\tilde{C}/S^1$ are all homeomorphic to the subset $\tilde{C}_{0+} = \{(x, y, z, v, w) \in \tilde{C} \mid x = 0, y > 0, z > 0, V > 0\}$, which further homotopy retracts to the level set $\tilde{C}_{02} = \{(x, y, z, v, w) \in \tilde{C}_{0+} \mid z = 2\}$. For any $(x, y, z, v, w) \in \tilde{C}_{02}$, the function $V$ has the simplified expression $V(x, y, z, v, w) = y(w - y)$.

That is, for points in $\tilde{C}_{02}$, we have $V > 0$ if and only if $w > y$. Hence $\tilde{C}_{02}$ is convex and, in particular, simply connected, so the same is true for the connected components of $\tilde{C}/S^1$, concluding the proof of the theorem.

Theorem 4.1 gives the following coordinate version of Theorem 1.3.

**Theorem 4.2.** If $q = (x, y, z, v, w) \in C$ is such that $z \neq 0$ and $xv + yw - (x^2 + y^2)z/2 \neq 0$, then there exists a unique minimizer from $\text{Id}$ to $q$.

Using Theorem 4.1, we confirm the conjectured cut times of [19], proving also Theorem 1.4.

**Theorem 4.3.** For $\lambda \in C^C$, we have

$$t^C_{\text{cut}}(\lambda) = t(\lambda).$$

**Proof.** The case $\lambda \in C^C_{3} \cup C^C_{457}$ when $t(\lambda) = +\infty$ follows by equation (2.14).

If $\lambda \in C^C_{1} \cup C^C_{2}$, then we have a finite $t(\lambda) \in (0, \infty)$ with $(\lambda, t(\lambda)) \in \text{MAX} \cup \text{FIX}$. Points $(\lambda, t) \in \text{FIX}$ are described by the equation $\text{sn} \tau \text{cn} \tau = 0$ [19], where $\tau$ is given by

$$\lambda \in C^C_{1} \Rightarrow \tau = \sqrt{\alpha} \left( \varphi + \frac{t}{2} \right),$$

$$\lambda \in C^C_{2} \Rightarrow \tau = \sqrt{\alpha} \left( \varphi + \frac{t}{2k} \right).$$
Since the zeros of the equation are isolated with respect to $t$, there exists $\epsilon > 0$, s.t. $(\lambda, t) \notin \text{MAX} \cup \text{FIX}$ for all $t \in (t(\lambda) - \epsilon, t(\lambda))$.

Therefore, for such $t$, we have $q = \text{Exp}^C(\lambda, t) \in \tilde{C}$. By Lemma 2.8 and Theorem 4.1, $\nu = (\lambda, t)$ is the unique solution to $\text{Exp}(\nu) = q$ among all the potentially optimal geodesics $\nu \in \tilde{N}$. By continuity, $(\lambda, t(\lambda))$ is optimal.

The case $\lambda \in C_6^C$ follows from the case $\lambda \in C_2^C$, since $t(\lambda)$ is continuous for $\lambda \in C_2^C \cup C_6^C$ by Proposition 3.4 of [19].

**Proof of Theorem 1.6.** By Theorem 4.3, $t_{\text{cut}}^C = t$. Hence by Lemma 2.14, the inequality

$$t_{\text{cut}}^E(\lambda^E) \leq t_{\text{cut}}^C(\lambda^C) \leq \zeta \cdot t_{\text{cut}}^E(\lambda^E)$$

(4.2)

holds for all $\lambda^C \in C_1^C \cup C_2^C$, where $\lambda^E = \pi_E(\lambda^C)$.

By continuity of $t$ on $C_i^C \cup C_2^C \cup C_6^C$, inequality (4.2) extends also to $\lambda^C \in C_6^C$. On the other hand, by Remark 2.7, $t_{\text{cut}}^C(\lambda^C) = t_{\text{cut}}^E(\lambda^E) = \infty$ elsewhere, so the claim holds for all $\lambda^C \in C^C$.

**4.2. Properties of the Cartan and Engel cut times**

As a consequence of the description of the cut time given by Theorem 4.3 we obtain the following.

**Corollary 4.4.** The function $t_{\text{cut}}^C : C^C \to (0, +\infty]$ has the following properties:

- $t_{\text{cut}}^C(\lambda)$ depends only on the Casimirs $E$, $\alpha$. In particular, the Cartan group is equioptimal.
- $t_{\text{cut}}^C(\lambda)$ is homogeneous with respect to dilations:

$$t_{\text{cut}}^C \circ \delta_{\mu}(\lambda) = \mu \cdot t_{\text{cut}}^C(\lambda) \quad \text{for all } \lambda \in C^C.$$

**Remark 4.5.** The function $t_{\text{cut}}^E(\lambda)$ has the same properties.

Now consider the functions $t_{\text{cut}}^C(\lambda^C)$, $t_{\text{cut}}^E(\lambda^E)$ for the most general cases when $\lambda^C = (\varphi, k, \alpha, \beta) \in C_i^C$, $\lambda^E = (\varphi, k, \alpha) \in C_i^E$, $i = 1, 2$. Both functions depend only on the parameters $k, \alpha$, where $k$ determines the shape of the elastica on the plane $(x, y)$ and the parameter $\alpha$ changes the size of the elastica. Normalizing the full period of the elastica to unit length by the dilations $\delta_{\mu}$, we compare the corresponding cut times $\mu t_{\text{cut}}^E(k), \mu t_{\text{cut}}^C(k)$ for the problems on the Engel and Cartan groups, see Figure 3. The corresponding optimal elasticae are shown in Figure 2.

**Remark 4.6.** Numerical calculations show that the optimal bounds for the constant $\zeta$ in Lemma 2.14 are given by

$$\begin{align*}
\lambda \in C_1^C & \quad \Rightarrow \quad t_{\text{cut}}^C(\lambda^C) \leq t_{1}^E(0) \cdot t_{\text{cut}}^E(\lambda^E), \\
\lambda \in C_2^C \cup C_6^C & \quad \Rightarrow \quad t_{\text{cut}}^C(\lambda^C) \leq t_{2}^E(0) \cdot t_{\text{cut}}^E(\lambda^E),
\end{align*}$$

with $\lambda^E := \pi_E(\lambda^C)$, where $t_{1}^E(0) \approx 1.430$ is the first positive root $t = t_{1}^E(0)$ of $\sin(\pi t) = \pi t \cos(\pi t)$; the value $t_{2}^E(0) \approx 1.465$ is the first positive root $t = t_{2}^E(0)$ of

$$\cos(\pi t)(2\pi^2t^2 - \sin^2(\pi t)) = \pi t \sin(\pi t).$$

Note that $t_{2}^E(0)$ is the cut time for the Cartan geodesics projecting to the circle with unit circumference.

**5. Open Questions**

Our work opens three immediate avenues of further research.
Our study reduces the boundary problem (2.1)–(2.3) in the general situation of the Cartan case when \( q \in \tilde{C} \) to finding the unique root \((\lambda, t) \in \tilde{N}\) of the five-dimensional system of equations \( \text{Exp}^C(\lambda, t) = q \). Using the continuous symmetries, it is possible to reduce the number of equations of the system to three. Software for solving a similar three-dimensional system of equations is described in [16]. By means of nilpotentization, such software is useful for approximate solving of sub-Riemannian problems with growth vector \((2,3,5)\). An iterative algorithm based on nilpotent approximation was developed in [15] to find the approximate solution of a generic \((2,3,5)\)-problem and applied for two such problems: the plate-ball problem and suboptimal control of a wheeled robot with two passive off-hooked trailers. See also [3, 5] for suboptimal control of a robot with a single trailer via nilpotent approximation with the sub-Riemannian Engel group.

We can also conclude that the cut locus in the sub-Riemannian problem on the Cartan group \( \text{Cut} \subset C \) lies in the domain of fixed points of the symmetries \( \varepsilon_1, \varepsilon_2 \), i.e., \( \text{Cut} \subset C' \). However, a complete description of the cut locus and the multiplicity of the solutions for \( q \in C' \) remains unknown and requires a separate investigation.

The study of the corresponding sub-Riemannian spheres and their singularities are of interest to specialists in various fields of mathematics. Numerical evidence allows us to suggest that the sub-Riemannian distance and the spheres are not subanalytic in the Cartan case similar to the flat Martinet and Engel cases [2, 8].

**APPENDIX A. FORMULAS FOR THE FIRST MAXWELL TIMES**

Here we give the relevant formulas from [19] used in Section 2. Additionally, we formulate and prove the technical Lemma A.1 required for the proof of properness.

In the case \( \lambda \in C_1^C \), the first Maxwell times \( t_1^+(k) = \frac{p_1^+(k)}{2 k(k)}, t_1^-(k) = \frac{p_1^-(k)}{2 k(k)} \) corresponding to the symmetries \( \varepsilon_1, \varepsilon_2 \) respectively are defined by the first positive roots \( p = p_1^+(k), p = p_1^-(k) \) of the equations \( f_1^+(p, k) = 0, f_1^-(p, k) = 0 \), where

\[
\begin{align*}
f_1^+(p, k) &= \text{sn} \frac{p \text{dn} p - g_1(p) \text{cn} p}{p_1^+(k)}, \quad g_1(p) = 2 \text{E}(p) - p, \\
f_1^-(p, k) &= \frac{4}{3} \text{dn} p \text{sn} p \left( g_1^3(p) - p - 2 g_1(p) \left(1 - (2 - 6 \text{cn}^2 p) k^2 \right) + 8 k^2 \text{sn} p \text{cn} p \text{dn} p \right) + 4 \text{cn} p g_1^2(p) \left(1 - 2 k^2 \text{sn}^2 p \right),
\end{align*}
\]

\[
\begin{align*}
\text{case } C_1 & \quad \mu t_{\text{cut}}^E(k) \quad 3/2 \\
& \quad 1 \\
& \quad 1/2 \\
& \quad k_1 \quad k_0 \quad 1 \\
\text{case } C_2 & \quad \mu t_{\text{cut}}^C(k) \quad 3/2 \\
& \quad 1 \\
& \quad 1/2 \\
& \quad 0.2 \quad 0.4 \quad 0.6 \quad 0.8 \quad 1 \\
k
\end{align*}
\]

**Figure 3.** Normalized cut times \( t_{\text{cut}}^E(k) \) (gray), \( t_{\text{cut}}^C(k) \) (black) for general types of elasticae: inflectional (left); non-inflectional (right) with circle when \( k = 0 \).
Note that for all $0 < k < 1$, we have $p = p_1^*(0)$ is the first positive root of the equation

$$f_1^*(p, 0) = \sin p - p \cos p = 0.$$ 

In the case $\lambda \in C_0^\mathbb{C}$, the first Maxwell time $t_{2V}^V(k) = \frac{p_{2V}^V(k)}{K(k)}$ corresponding to the symmetry $\varepsilon^2$ is defined by the first positive root $p = p_{2V}^V(k)$ of the equation $f_2^V(p, k) = 0$, where

$$f_2^V(p, k) = \frac{4}{3}(\frac{dp}{(8k^2 \cn^2 p \sn^2 p + g_2^V(p)(3 - 6 \sn^2 p)) + \cn p \sn p}
\times (g_2^V(p) - k^4 p - 2g_2(p)(4 + k^2(1 - 6 \sn^2 p))) = 0, \quad g_2(p) = 2E(p) - (2 - k^2)p. \quad (A.1)$$

In the case $\lambda \in C_0^\mathbb{C}$, the first Maxwell time $t_{2V}^V(0) = \frac{2p_{2V}^V(0)}{\pi}$ corresponding to the symmetry $\varepsilon^2$ is defined by the first positive root $p = p_{2V}^V(0)$ of equation $f_2^V(p, 0) = 0$, where

$$f_2^V(p, 0) = \frac{1}{512}((32p^2 - 1) \cos(2p) - 8p \sin(2p) + \cos(6p)).$$

**Lemma A.1.** There exists a value $\tilde{k} < 1$ such that $f_2^V(p, k)$ has a root in the interval $p \in [K(k), \frac{3}{2}K(k)]$ for all $\tilde{k} < k < 1$. In particular, $t_{2V}^V(k) \leq \frac{3}{2}$ for all $\tilde{k} < k < 1$.

**Proof.** In equation (18) of [19], it is shown that $f_2^V(K(k), k) = 0$ for all $0 < k < 1$. Therefore, it suffices to show that there exists some $\tilde{k} < 1$ such that $\tilde{f}_2^V(\frac{3}{2}K(k), k) \geq 0$ for all $k > \tilde{k}$.

We consider the asymptotics of expression (A.1) as $k \to 1$ when $p = p(k) = \frac{3}{2}K(k) \to \infty$. Since $E(p) \to 1$ as $k \to 1$, there exists some large enough $\tilde{k} < 1$ such that, whenever $\tilde{k} < k < 1$, we have the bounds

$$-2p \leq g_2(p) \leq -\frac{1}{2}p.$$ 

Note that for all $0 < k < 1$, we also have

$$\cn p < 0, \quad 0 < \sn p < 1, \quad 0 < \dn p. \quad (A.2)$$

Using the above estimates, we obtain bounds for the various parts of expression (A.1). Namely, for all $\tilde{k} < k < 1$, we have

$$8k^2 \cn^2 p \sn^2 p \geq 0, \quad g_2^V(p)(3 - 6 \sn^2 p) \geq -12p^2,$$

$$g_2^V(p) - k^4 p \leq -\frac{1}{8}p^3, \quad -2g_2(p)(4 + k^2(1 - 6 \sn^2 p)) \leq 20p.$$
With the above four inequalities along with the sign information of (A.2), we deduce the lower bound

\[ f_2^V(p, k) \geq -16p^2 \, dn\, p - \frac{1}{6}p^3 \, cn\, p \, sn\, p + \frac{80}{3}p \, cn\, p \, sn\, p. \]  

(A.3)

For \( p = \frac{3}{2}K(k) \), we have the explicit expressions

\[ dn\, p = (1 - k^2)^{1/4}, \quad cn\, p = -\frac{(1 - k^2)^{1/4}}{\sqrt{1 + \sqrt{1 - k^2}}} = -\frac{dn\, p}{\sqrt{1 + dn^2\, p}}. \]

Since \( dn\, p \to 0 \), \( sn\, p \to 1 \) and \( p \to \infty \) as \( k \to 1 \), we may further assume (increasing \( \tilde{k} \) if necessary) that, for \( \tilde{k} < k < 1 \), we have the additional bounds

\[ \frac{1}{2} \leq dn\, p \leq cn\, p \leq dn\, p, \quad \frac{1}{2} \leq sn\, p \leq 1, \quad \frac{1}{24}p^3 - 16p^2 - \frac{80}{3}p \geq 0. \]

With these extra conditions, we conclude from (A.3) that

\[ f_2^V(p, k) \geq -16p^2 \, dn\, p + \frac{1}{12}p^3 \, dn\, p \, sn\, p - \frac{80}{3}p \, dn\, p \, sn\, p \geq dn\, p\left(\frac{1}{24}p^3 - 16p^2 - \frac{80}{3}p\right) \geq 0 \]

for all \( \tilde{k} < k < 1 \).

\[ \square \]
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