SEQUENTIAL CONVEX PROGRAMMING FOR NON-LINEAR
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Abstract. This work introduces a sequential convex programming framework for non-linear, finite-
dimensional stochastic optimal control, where uncertainties are modeled by a multidimensional Wiener
process. We prove that any accumulation point of the sequence of iterates generated by sequential
convex programming is a candidate locally-optimal solution for the original problem in the sense
of the stochastic Pontryagin Maximum Principle. Moreover, we provide sufficient conditions for the
existence of at least one such accumulation point. We then leverage these properties to design a practical
numerical method for solving non-linear stochastic optimal control problems based on a deterministic
transcription of stochastic sequential convex programming.
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1. Introduction

Over the past few decades, the applied control community has devoted increasing attention toward the optimal
control of stochastic systems. The general formulation of this problem entails steering a dynamical system from
an initial configuration to a final configuration while optimizing some prescribed performance criterion (e.g.,
minimizing some given cost) and satisfying constraints. This dynamical system is also subject to uncertainties
which are modeled by Wiener processes and may come from unmodeled and/or unpredicted behaviors, as well
as from measurement errors. Active development of new theoretical and numerical methods to address this
problem continues, and the subject already has a rich literature.

We can classify the existing works into two main categories.

The first category consists of contributions that focus on Linear Convex Problems (LCPs), i.e., whose dynam-
ics are linear and whose costs are convex in both state and control variables. An important class of LCPs is
given by Linear Quadratic Problems (LQPs) in which costs are quadratic in both state and control variables
and for which the analysis of optimal solutions may be reduced to the study of an algebraic relation known as
Stochastic Riccati Equation (SRE) [8, 42, 44, 49]. Efficient algorithmic frameworks have been devised to numer-
ically solve LCPs, ranging from local search [27] and dual representations [28, 46], to deterministic-equivalent
reformulations [4, 6], among others. In the special case of LQPs, those techniques may be further improved
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by combining SRE theory with semidefinite programming [45, 53], finite-dimensional approximation [5, 19], or chaos expansion [33].

The second category of works deals with problems that do not enjoy any specific regularity, allowing non-linear dynamics or non-convex (therefore non-quadratic) costs. Throughout this paper, we call these Non-Linear Problems (NLPs). It is unquestionable that NLPs have so far received less attention from the community than LCPs, especially since the analysis of the former is usually more involved. Similar to the deterministic case, there are two main theoretical tools that have been developed to analyze NLPs: stochastic Dynamic Programming (DP) [3, 35] and the stochastic Pontryagin Maximum Principle (PMP) [31, 41, 43] (an extensive survey of generalizations of DP and the PMP may be found in [54]). In the case of LQPs, one can show that DP and the PMP lead to SRE [54]. DP provides optimal policies through the solution of a partial differential equation, whereas the necessary conditions for optimality offered by the PMP allow one to set up a two-point boundary value problem which returns candidate locally-optimal solutions when solved. Both methods only lead to analytical solutions in a few cases, and they can involve complex numerical challenges (the stochastic setting is even more problematic than the deterministic one, the latter being better understood for a wide range of problems, see, e.g., [11, 14, 51]). This has fostered the investigation of more tractable approaches to solve NLPs such as Monte Carlo simulation [24, 47], Markov chain discretization [29, 30], and deterministic (though non-equivalent) reformulations [2, 4], among others. Importantly, many of the aforementioned approaches, e.g., [29], are often based on some sort of approximation of the original formulation and thus offer powerful alternatives to DP and the PMP, especially since they are more numerically tractable and can be shown to converge to policies satisfying DP or the stochastic PMP.

In this paper, our objective is to lay the theoretical foundations to leverage Sequential Convex Programming (SCP) for the purposes of computing candidate optimal solutions for a specific class of NLPs. SCP is among the most well-known and earliest approximation techniques for deterministic non-linear optimal control and, to the best of our knowledge, such an approach has not been extended to stochastic settings yet. The simplest SCP scheme (which we consider in this work) consists of successively linearizing any non-linear terms in the dynamics and any non-convex functions in the cost and seeking a solution to the original formulation by solving a sequence of LCPs. This approach leads to two desirable properties, which jointly are instrumental to the design of efficient numerical schemes. First, one can rely on the many efficient techniques and associated software libraries that have been devised to solve LCPs (or LQPs depending on the shape of the original NLP). Second, as we will show in this paper, when this iterative process converges, it returns a strategy that satisfies the PMP related to the original NLP, i.e., a candidate optimum for the original formulation. Unlike existing methods such as [29], which introduce approximated formulations that are still non-linear, our approach offers the main advantage of requiring the solution to LCPs only. Specifically, we identify three key contributions:

1. We introduce and analyze a new framework to compute candidate optimal solutions for finite-horizon, finite-dimensional non-linear stochastic optimal control problems, with control-affine dynamics and uncontrolled diffusion. This hinges on the basic principle of SCP, i.e., iteratively solving a sequence of LCPs that stem from successive linear approximations of the original problem.
2. Through a meticulous study of the continuity of the stochastic Pontryagin cones of variations with respect to linearization, we prove that any accumulation point of the sequence of iterates generated by SCP is a strategy satisfying the PMP related to the original formulation. In addition, by leveraging additional assumptions we prove that any such accumulation point always exists, which in turn provides a “weak” guarantee of success for the method.
3. Through an explicit example, we show how to leverage the properties offered by this framework to better understand what approximations may be adopted for the design of efficient numerical schemes for NLPs, although we leave the theoretical investigation of the approximation error as future direction.

The paper is organized as follows. Section 2 introduces notation and preliminary results and defines the stochastic optimal control problem of interest. In Section 3, we introduce the framework of stochastic SCP and the stochastic PMP, and we state our main result of convergence. For the sake of clarity, in Section 4 we retrace the proof of the stochastic PMP and introduce all the necessary technicalities we need to prove our main result.
of convergence, though we recall that the stochastic PMP is a well-established result and Section 4 should not be understood as part of our main contribution. In Section 6, we show how to leverage our analysis to design a practical numerical method to solve non-linear stochastic optimal control problems, and we provide numerical experiments. Finally, Section 7 provides concluding remarks and perspectives on future directions.

2. Stochastic optimal control setting

Let \((\Omega, \mathcal{G}, P)\) be a second–countable probability space and let \(B_t = (B^1_t, \ldots, B^n_t)\) be a \(d\)-dimensional Brownian motion with continuous sample paths starting at zero and whose filtration \(\mathcal{F} \triangleq (\mathcal{F}_t)_{t \geq 0} = (\sigma(B_s : 0 \leq s \leq t))_{t \geq 0}\) is complete. We consider processes that are defined within bounded time intervals. Hence, for every \(n \in \mathbb{N}, \ell \geq 2\) and maximal time \(T \in \mathbb{R}_+\), we introduce the space \(L^F_\ell((0, T] \times \Omega; \mathbb{R}^n)\) of progressive processes \(x : [0, T] \times \Omega \to \mathbb{R}^n\) (with respect to the filtration \(\mathcal{F}\)) such that \(\mathbb{E} \left[ \int_0^T \|x(s, \omega)\|^\ell \, ds \right] < \infty\), where \(\| \cdot \|\) is the Euclidean norm. In this setting, for every \(x \in L^F_\ell((0, T] \times \Omega; \mathbb{R}^n)\) and \(i = 1, \ldots, d\), the Itô integral of \(x\) with respect to \(B^i\) is the continuous, bounded in \(L^2\), and \(n\)-dimensional martingale in \([0, T]\) (with respect to the filtration \(\mathcal{F}\)) that starts at zero, denoted \(\int_0^T x(s) \, dB^i_s : [0, T] \times \Omega \to \mathbb{R}^n\). For \(\ell \geq 2\), we denote by \(L^F_\ell(\Omega; C([0, T]; \mathbb{R}^n))\) the space of \(\mathcal{F}\)-adapted processes \(x : [0, T] \times \Omega \to \mathbb{R}^n\) that have continuous sample paths and satisfy \(\mathbb{E} \left[ \sup_{s \in [0, T]} \|x(s, \omega)\|^\ell \right] < \infty\).

2.1. Stochastic differential equations

From now on, we fix two integers \(n, m \in \mathbb{N}\), a maximal time \(T \in \mathbb{R}_+\), and a compact, convex subset \(U \subseteq \mathbb{R}^m\). Although in this work we consider stochastic equations steered by deterministic controls (see Sect. 2.2), for the sake of generality, we introduce stochastic dynamics which depend on either deterministic or stochastic controls. Specifically, we denote by \(\mathcal{U}\) the set of admissible controls and consider either deterministic controls \(\mathcal{U} = L^2([0, T]; U)\) or stochastic controls \(\mathcal{U} = L^F_2([0, T] \times \Omega; U)\). Note that since \(U\) is compact, admissible controls are almost everywhere, or a.e. for brevity (and additionally almost surely, or a.s. for brevity) bounded. We are given continuous mappings \(b_i : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n, i = 0, \ldots, m\) and \(\sigma_j : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n, j = 1, \ldots, d\) which are at least \(C^2\) with respect to the variable \(x\). For a given \(u \in \mathcal{U}\), we consider dynamical systems modeled through the following forward stochastic differential equation with uncontrolled diffusion

\[
\begin{aligned}
\, dx(t) &= b(t, u(t), x(t)) \, dt + \sigma(t, x(t)) \, dB_t, \quad x(0) = x^0 \\
&= b_0(t, x(t)) + \sum_{i=1}^m u_i(t) b_i(t, x(t)) \, dt + \sum_{j=1}^d \sigma_j(t, x(t)) \, dB^j_t
\end{aligned}
\tag{2.1}
\]

where we assume that the fixed initial condition satisfies \(x^0 \in L^F_2(\Omega; \mathbb{R}^n)\), for every \(\ell \geq 2\) (for instance, this holds when \(x^0\) is a deterministic vector of \(\mathbb{R}^n\)).

The procedure developed in this work is based on the following linearization of \(2.1\). For \(\ell \geq 2\), let \(v \in \mathcal{U}\) and \(y \in L^F_\ell(\Omega; C([0, T]; \mathbb{R}^n))\). For a given \(u \in \mathcal{U}\), we define the linearization of \(2.1\) around \((v, y)\) to be the following well-defined forward stochastic differential equation with uncontrolled diffusion

\[
\begin{aligned}
\, dx(t) &= b_{v,y}(t, u(t), x(t), y(t)) \, dt + \sigma_y(t, x(t)) \, dB_t, \quad x(0) = x^0 \\
&= b_0(t, y(t)) + \frac{\partial b_0}{\partial x}(t, y(t))(x(t) - y(t)) + \sum_{i=1}^m \left( u_i(t) b_i(t, y(t)) + v_i(t) \frac{\partial b_i}{\partial x}(t, y(t))(x(t) - y(t)) \right) \, dt \\
&\quad + \sum_{j=1}^d \left( \sigma_j(t, y(t)) + \frac{\partial \sigma_j}{\partial x}(t, y(t))(x(t) - y(t)) \right) \, dB^j_t.
\end{aligned}
\tag{2.2}
\]
We require the solutions to (2.1) and to (2.2) to be bounded in expectation uniformly with respect to \(u, v\) and \(y\). For this, we consider the following (standard) assumption:

\((A_1)\) Functions \(b_i, i = 0, \ldots, m, \sigma_j, j = 1, \ldots, d\), have compact supports in \([0, T] \times \mathbb{R}^n\).

Under \((A_1)\), for every \(\ell \geq 2\) and every \(u \in \mathcal{U}\), the stochastic equation (2.1) has a unique (up to stochastic indistinguishability) solution \(x_u \in L_T^\ell(\Omega; C([0, T]; \mathbb{R}^n))\), whereas for every \(u, v \in \mathcal{U}\) and \(y \in L_T^\ell(\Omega; C([0, T]; \mathbb{R}^n))\), the stochastic equation (2.2) has a unique (up to stochastic indistinguishability) solution \(x_{u,v,y} \in L_T^\ell(\Omega; C([0, T]; \mathbb{R}^n))\) (see, e.g., [17, 32]), and the following technical result holds, which will be used in the proof of our convergence result, with proof given in the appendix (see Appendix A.1).

**Lemma 2.1** (Uniform boundness and continuity with respect to control inputs). Fix \(\ell \geq 2\), and for \(u \in \mathcal{U}\), let \(x_u\) denote the solution to (2.1), whereas for \(u, v \in \mathcal{U}\) and \(y \in L_T^\ell(\Omega; C([0, T]; \mathbb{R}^n))\), let \(x_{u,v,y}\) denote the solution to (2.2). Under \((A_1)\), there exists a constant \(C \geq 0\) which does not depend on \(u, v, y\) such that it holds that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \|x_u(t)\| + \sup_{t \in [0, T]} \|x_{u,v,y}(t)\| \right] \leq C,
\]

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \|x_u(t) - x_{u,v}(t)\| + \sup_{t \in [0, T]} \|x_{u,v,y}(t) - x_{u,v}(t)\| \right] \leq C \mathbb{E} \left[ \int_0^T \|u_1(s) - u_2(s)\| \, ds \right],
\]

\(u_1, u_2 \in \mathcal{U}\).

### 2.2. Stochastic optimal control problem

Given \(q \in \mathbb{N}\), we consider continuous mappings \(g : \mathbb{R}^n \to \mathbb{R}^q, G : \mathbb{R}^m \to \mathbb{R}, H : \mathbb{R}^n \to \mathbb{R},\) and \(L : \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}\) with \(L(t, x, u) = L_0(t, x) + \sum_{i=1}^m u_i L_i(t, x)\). We require \(g, H, L_i, i = 0, \ldots, m\), to be at least \(C^2\) with respect to the variable \(x\), and we require \(G, H\) to be convex. In particular, \(G\) is Lipschitz when restricted to the compact and convex set \(U\). We focus on finite-horizon, finite-dimensional non-linear stochastic Optimal Control Problems (OCP) with control-affine dynamics and uncontrolled diffusion, of the form

\[
\begin{align*}
\min_{u \in \mathcal{U}} & \quad \mathbb{E} \left[ \int_0^T f_0(s, u(s), x(s)) \, ds \right] = \mathbb{E} \left[ \int_0^T \left( G(u(s)) + H(x(s)) + L(s, u(s), x(s)) \right) \, ds \right] \\
& \quad \text{d}x(t) = b(t, u(t), x(t)) \, dt + \sigma(t, x(t)) \, dB_t, \quad x(0) = x^0, \quad \mathbb{E}[g(x(T))] = 0
\end{align*}
\]

where we optimize over deterministic controls \(u \in \mathcal{U} = L^2([0, T]; U)\). We adopt the (fairly mild) assumption:

\((A_2)\) Mappings \(g, H, L_i, i = 0, \ldots, m\), either are affine-in-state or have compact supports in \(\mathbb{R}^n\) and in \([0, T] \times \mathbb{R}^n\), respectively.

Our choice of optimizing over deterministic controls as opposed to stochastic controls is motivated by practical considerations. Specifically, in several applications of interest ranging from aerospace to robotics, it is often advantageous to compute and implement simpler deterministic controls at higher control rates, to be able to quickly react to external disturbances, unmodeled dynamical effects, and changes in the cost function (e.g., moving obstacles that a robot should avoid in real-time). Moreover, in cases where a feedback controller is accounted for, a common and efficient approach entails decomposing the stochastic control into a state-dependent feedback term, plus a nominal deterministic control trajectory to be optimized for, which is equivalent to adopting deterministic controls (see, e.g., [26, 34]). Nevertheless, for the sake of completeness and generality, in Section 5 we introduce appropriate conditions under which our method may extend to stochastic controls; we also analyze possible extensions to the case of free-final-time optimal control problems.

Many applications of interest often involve state constraints. In this case, to make sure the procedure developed in this work still applies, every such constraint needs to be considered in expectation and penalized within the cost of OCP (for example by including those contributions in \(H\) or \(L\) through some penalization function).
In future work, we plan to extend our method to more general settings, whereby for instance state constraints are enforced through more accurate chance constraints (see Sect. 7 for a thorough discussion).

3. STOCHASTIC SEQUENTIAL CONVEX PROGRAMMING

We propose the following framework to solve OCP, based on the classical SCP methodology. Starting from some initial guesses of control \( u_0 \in \mathcal{U} \) and trajectory \( x_0 \in L_T^f(\Omega; C([0, T]; \mathbb{R}^n)) \), \( \ell \geq 2 \), we inductively define a sequence of stochastic linear-convex problems whose dynamics and costs stem from successive linearizations of the mappings \( b, \sigma, \) and \( L \), and we successively solve those problems while updating user-defined parameters. The convergence of the method generally depends on a good choice of the initial guess \( (u_0, x_0) \) and of updates in each iteration to trust-region constraints. These constraints are added to make the successive linearizations of OCP well-posed. Below, we detail this procedure.

3.1. The method

At iteration \( k + 1 \in \mathbb{N} \), by denoting

\[
    f^0_{v,y}(s, u, x) \triangleq G(u) + H(x) + L(s, u, y) + \frac{\partial L}{\partial x}(s, v, y)(x - y),
\]

we define the following stochastic Linearized Optimal Control Problem (LOCP\(_{k+1}^\Delta\))

\[
\begin{align*}
    \min_{u \in \mathcal{U}} \mathbb{E} \left[ \int_0^T f^0_{u, x} (s, u(s), x(s)) \, ds \right] & \triangleq \mathbb{E} \left[ \int_0^T f^0_{u, x} (s, u(s), x(s)) \, ds \right] \\
    dx(t) &= b_{k+1}(t, u(t), x(t)) \, dt + \sigma_{k+1}(t, x(t)) \, dB_t, \quad x(0) = x^0 \\
    & \triangleq b_{u_k, x_k}(t, u(t), x(t)) \, dt + \sigma_{x_k}(t, x(t)) \, dB_t \\
    \mathbb{E} [g_{k+1}(x(T))] & \triangleq \mathbb{E} [g(x_k(T)) + \frac{\partial g}{\partial x}(x_k(T))(x(T) - x_k(T))] = 0 \\
    \int_0^T \mathbb{E} [||x(s) - x_k(s)||^2] \, ds & \leq \Delta_{k+1}
\end{align*}
\]

where we optimize over deterministic controls \( u \in \mathcal{U} = L^2([0, T]; \mathcal{U}) \). The tuple \( (u_k, x_k) \in \mathcal{U} \times L_T^f(\Omega; C([0, T]; \mathbb{R}^n)) \) is defined inductively and denotes a solution to (LOCP\(_k^\Delta\)).

Each problem LOCP\(_{k+1}^\Delta\) consists of linearizing OCP around the solution at the previous iteration \( (u_k, x_k) \), starting from \( (u_0, x_0) \). To avoid misguidance due to high linearization error, we must restrict the search for optimal solutions for LOCP\(_{k+1}^\Delta\) to neighborhoods of \( (u_k, x_k) \). This is achieved by the final constraints listed in LOCP\(_{k+1}^\Delta\), referred to as trust-region constraints, where the constant \( \Delta_{k+1} \geq 0 \) is the trust-region radius. No such constraint is enforced on controls, since those appear linearly in \( b, \sigma, \) and \( L \). To ensure well-posedness of the sequence \( (\text{LOCP}_{k}^\Delta)_{k \in \mathbb{N}} \), we require LOCP\(_{k+1}^\Delta\) has a solution, for which we consider the following assumption:

\( (A_3) \) For every \( k \in \mathbb{N} \), problem LOCP\(_{k+1}^\Delta\) is feasible.

Proposition 3.1 (Existence of solutions of LOCP\(_{k+1}^\Delta\)). Under \( (A_3), \) LOCP\(_{k+1}^\Delta\) has a solution for every \( k \in \mathbb{N}. \)

Proof. The proof is based on the argument developed to prove ([54], Thm. 5.2, Chap. 2). Specifically, let \( k \in \mathbb{N} \) and \( \{u_{k+1}^\alpha, x_{k+1}^\alpha\}_{\alpha \in \mathbb{N}} \in \mathcal{U} \times L_T^f(\Omega; C([0, T]; \mathbb{R}^n)) \) be a minimizing sequence for LOCP\(_{k+1}^\Delta\).

The sequence \( \{u_{k+1}^\alpha\}_{\alpha \in \mathbb{N}} \) is uniformly bounded in \( L^2([0, T]; \mathbb{R}^m) \), and thus we may assume the existence of \( \tilde{u}_{k+1} \in L^2([0, T]; \mathbb{R}^m) \) such that \( \{u_{k+1}^\alpha\}_{\alpha \in \mathbb{N}} \) converges, up to some subsequence, to \( \tilde{u}_{k+1} \) for the weak topology.
of $L^2([0, T]; \mathbb{R}^m)$. Moreover, the compactness and convexity of $U$ yield $u_{k+1} \in \mathcal{U}$. Finally, by Mazur’s theorem there exists a sequence of convex combinations

$$\tilde{u}_{k+1}^\alpha \triangleq \sum_{\beta \geq 1} c_{\alpha, \beta}^k u_{k+1}^\alpha + \beta, \quad c_{\alpha, \beta}^k \geq 0, \quad \sum_{\beta \geq 1} c_{\alpha, \beta}^k = 1,$$

such that $\{\tilde{u}_{k+1}^\alpha\}_{\alpha \in \mathbb{N}}$ converges to $\tilde{u}_{k+1}$ for the strong topology of $L^2([0, T]; \mathbb{R}^m)$ (although, since controls are deterministic and the diffusion is uncontrolled, weak convergence of controls would suffice in our setting).

Thanks to Lemma 2.1, the sequence of trajectories $\{x_{\tilde{u}_{k+1}^\alpha, u_{k}, x_k}\}_{\alpha \in \mathbb{N}} \subseteq L_F^\ell(\Omega; C([0, T]; \mathbb{R}^n))$ converges to the trajectory $\tilde{x}_{k+1} \triangleq x_{\tilde{u}_{k+1}, u_{k}, x_k} \in L_F^\ell(\Omega; C([0, T]; \mathbb{R}^n))$ for the strong topology of $L_F^\ell(\Omega; C([0, T]; \mathbb{R}^n))$. At this step, for every $\alpha \in \mathbb{N}$, thanks to the linearity of (2.2) we obtain that

$$x_{\tilde{u}_{k+1}^\alpha, u_{k}, x_k} \equiv \sum_{\beta \geq 1} c_{\alpha, \beta}^k x_{u_{k+1}^\alpha + \beta, u_{k}, x_k} \equiv \sum_{\beta \geq 1} c_{\alpha, \beta}^k \tilde{x}_{k+1},$$

and therefore the linearity of the function $g_{k+1}$ yields

$$E \left[ g_{k+1}(x_{\tilde{u}_{k+1}^\alpha, u_{k}, x_k}(T)) \right] = \sum_{\beta \geq 1} c_{\alpha, \beta}^k E \left[ g_{k+1}(x_{k+1}(T)) \right] = 0,$$

whereas the convexity of the norm yields

$$\left( \int_0^T E \left[ \|x_{\tilde{u}_{k+1}^\alpha, u_{k}, x_k}(s) - x_k(s)\|^2 \right] ds \right)^{\frac{1}{2}} \leq \sum_{\beta \geq 1} c_{\alpha, \beta}^k \left( \int_0^T E \left[ \|x_{k+1}^\alpha(s) - x_k(s)\|^2 \right] ds \right)^{\frac{1}{2}} \leq \Delta_{k+1}^\alpha.$$

In turn, passing to the limit for $\alpha \to \infty$, we infer that the tuple $(\tilde{u}_{k+1}, \tilde{x}_{k+1}) \in \mathcal{U} \times L_F^\ell(\Omega; C([0, T]; \mathbb{R}^n))$ is admissible for LOCP$^\Delta_{k+1}$. In addition, the convexity of the function $f_{k+1}^0$ allows us to compute

$$E \left[ \int_0^T f_{k+1}^0(s, \tilde{u}_{k+1}(s), \tilde{x}_{k+1}(s)) ds \right] \leq \lim_{\alpha \to \infty} \sum_{\beta \geq 1} c_{\alpha, \beta}^k E \left[ \int_0^T f_{k+1}^0(s, u_{k+1}^\alpha(s), x_{k+1}^\alpha(s)) ds \right]$$

$$= \min_{u \in \mathcal{U}} \mathbb{E} \left[ \int_0^T f_{k+1}^0(s, u(s), x(s)) ds \right],$$

from which we conclude that $(\tilde{u}_{k+1}, \tilde{x}_{k+1}) \in \mathcal{U} \times L_F^\ell(\Omega; C([0, T]; \mathbb{R}^n))$ is a solution of LOCP$^\Delta_{k+1}$. \hfill \Box

Remark 3.2. Although one finds empirically that $(A_3)$ is often satisfied in practice (see for instance results in Sect. 6), it is generally difficult to derive sufficient conditions for this assumption to hold true a priori. In particular, to the best of our knowledge, only stochastic dynamics with constant coefficients and with specific regularity conditions on the stochastic diffusion yield controllability [52]. In deterministic settings, some works obtain feasibility of each convex subproblem, though only locally around the unknown solution of the original formulation by assuming second-order regularity conditions, which however can not be checked a priori [20, 21]. Thus, even SCP-based schemes in simpler deterministic settings must often either explicitly assume the feasibility of each convex subproblem, or must modify the linearized dynamics by infusing additional slack controls to force feasibility [37]. Motivated by these remarks, we leave the investigation for sufficient conditions for the validity of $(A_3)$ as a direction of future research, which are out of the scope of this work which focuses on the properties
of accumulations points of the sequence generated by SCP. Note that (A3) is satisfied when g = 0, i.e., no final constraints are imposed: a problem that remains generally relevant though computationally difficult to solve.

Under assumptions (A1)–(A3), the method consists of iteratively solving the aforementioned linearized problems through the update of the sequence of trust-region radii, producing a sequence of tuples \((u_k, x_k)_{k \in \mathbb{N}}\) such that for each \(k \in \mathbb{N}\), \((u_{k+1}, x_{k+1})\) solves \(\text{LOCP}^k_{\Delta_{k+1}}\). The user may often steer this procedure to convergence (with respect to appropriate topologies) by adequately selecting an initial guess \((u_0, x_0)\) and an update rule for \((\Delta_k)_{k \in \mathbb{N}}\), and appropriate choices will be described in Section 6. Assuming that an accumulation point for \((u_k, x_k)_{k \in \mathbb{N}}\) can be found (whose existence will be discussed shortly), our objective consists of proving that this is a candidate locally-optimal solution to the original formulation OCP. Specifically, we show that any \(k\)-th for \((\Delta_k)_{k \in \mathbb{N}}\) that for each \(\Delta_k\) for \((\Delta_k)_{k \in \mathbb{N}}\), we introduce the PMP

3.2. Stochastic Pontryagin Maximum Principle

In this section, we recall the statement of the PMP which provides classical first-order necessary conditions for optimality, upon which we will establish our main result. For the sake of clarity, we introduce the PMP

3.2.1. PMP related to OCP

For every \(p \in \mathbb{R}^n\), \(p^0 \in \mathbb{R}\), and \(q = (q_1, \ldots, q_d) \in \mathbb{R}^{n \times d}\) define the Hamiltonian (same notation as in (2.1))

\[
H(s, u, x, p, p^0, q) \triangleq p^\top b(s, x, u) + p^0 f^0(s, x, u) + \sum_{i=1}^d q_i \sigma_i(s, x).
\]

Theorem 3.3 (Stochastic Pontryagin Maximum Principle for OCP [54]). Let \((u, x)\) be a locally-optimal solution to OCP. There exist \(p \in L^2_T(\Omega; C([0, T]; \mathbb{R}^n))\), a tuple \((p, p^0)\), where \(p \in \mathbb{R}^d\) and \(p^0 \leq 0\) are constant, and \(q = (q_1, \ldots, q_d) \in L^2_T([0, T] \times \Omega; \mathbb{R}^{n \times d})\) such that the following relations are satisfied:

1. Non-Triviality Condition: \((p, p^0) \neq 0\).
2. Adjoint Equation:

\[
\frac{dp(t)}{dt} = \frac{\partial H}{\partial x}(t, u(t), x(t), p(t), p^0, q(t)) dt + q(t) dB_t, \quad p(T) = \mathbb{E} \left[ \frac{\partial g}{\partial x}(x(T)) \right]^\top p \in \mathbb{R}^n.
\]

3. Maximality Condition:

\[
u(t) = \arg \max_{v \in U} \mathbb{E} \left[ H(t, v, x(t), p(t), p^0, q(t)) \right], \text{ a.e.}
\]

The quantity \((u, p, p^0)\) uniquely determines \(x, p, q\) and is called extremal for OCP (associated with the tuple \((u, x, p, p^0, q)\), or simply with \((u, x)\)). An extremal \((u, p, p^0)\) is called normal if \(p^0 \neq 0\).

Although final conditions are specified instead of initial conditions for \(p\), it turns out that processes satisfying backward stochastic differential equations are adapted with respect to the filtration \(\mathcal{F}\) (see, e.g., [17, 54]), which makes the adjoint equation well-posed. Although conditions for optimality for stochastic optimal control problems are usually developed when considering stochastic controls only, the proof of Theorem 3.3 (and of Thm. 3.4) readily follows from classical arguments (e.g., see [54], Chap. 3.6). Nevertheless, to prove our main

\footnote{When state constraint penalization is adopted, SCP procedures may also consider update rules for penalization weights, and those must be provided together with update rules for the trust-region radii. Further details can be found in [9, 40].}
result, we rely on a proof of Theorem 3.3 (and of Thm. 3.4) which stems from implicit-function-theorem-type results (see Sects. 4.1 and 4.2). Thus, in Section 4.1, we provide a new proof of Theorem 3.3 (more precisely, of Thm. 3.4) which follows from the original idea developed by Pontryagin and his group (see, e.g., [1, 23, 43]), though the latter result should not be understood as part of our main contribution.

3.2.2. PMP related to LOCP\(\Delta_k\)

For every \(k \geq 1\), \(p, p^0, p^1 \in \mathbb{R}\), and \(q = (q_1, \ldots, q_d) \in \mathbb{R}^{n \times d}\), define the Hamiltonian (same notation as in (2.2))

\[
H_k(s, u, x, p, p^0, p^1, q) \triangleq p^\top b_k(s, x, u) + p^0 f_k^0(s, x, u) + p^1 \|x - x_{k-1}(s)\|^2 + \sum_{i=1}^d q_i^\top (\sigma_k)_i(s, x).
\]

**Theorem 3.4** (Weak Stochastic Pontryagin Maximum Principle for LOCP\(\Delta_k\) [54]). Let \((u_k, x_k)\) be a locally-optimal solution to LOCP\(\Delta_k\). There exists \(p_k \in L^2_\mathcal{F}(\Omega; C([0, T]; \mathbb{R}^n))\), a tuple \((p_k, p^0_k, p^1_k)\), where \(p_k \in \mathbb{R}^n\), \(p^0_k \leq 0\), and \(p^1_k \in \mathbb{R}\) are constant, and \(q_k = ((q_k)_1, \ldots, (q_k)_d) \in L^2_\mathcal{F}(0, T] \times \Omega; \mathbb{R}^{n \times d}\) such that the following relations are satisfied:

1. **Non-Triviality Condition:** \((p_k, p^0_k, p^1_k) \neq 0\).
2. **Adjoint Equation:**

\[
dp_k(t) = -\frac{\partial H_k}{\partial x}(t, u_k(t), x_k(t), p_k(t), p^0_k, p^1_k, q_k(t))\ dt + q_k(t)\ dB_t, \quad p_k(T) = \mathbb{E}\left[\frac{\partial g_k}{\partial x}(x_k(T))\right]^\top p_k \in \mathbb{R}^n.
\]

3. **Maximality Condition:**

\[
u_k(t) = \arg\max_{v \in \mathcal{U}} \mathbb{E}\left[H_k(t, v, x_k(t), p_k(t), p^0_k, p^1_k, q_k(t))\right], \ a.e.
\]

The quantity \((u_k, p_k, p^0_k, p^1_k)\) uniquely determines \(x_k\), \(p_k\), and \(q_k\) and is called extremal for LOCP\(\Delta_k\) (associated with \((u_k, x_k, p_k, p^0_k, p^1_k, q_k)\), or simply with \((u_k, x_k)\)). An extremal \((u_k, p_k, p^0_k, p^1_k)\) is called normal if \(p^0_k \neq 0\).

**Remark 3.5.** By introducing the new variable

\[
y(t) \triangleq \int_0^t \|x(s) - x_k(s)\|^2 \, ds,
\]

the trust-region constraint in LOCP\(\Delta_{k+1}\) can be rewritten as \(\mathbb{E}[y(T) - \Delta_{k+1}] \leq 0\). Thus, by leveraging this transformation, LOCP\(\Delta_{k+1}\) may be reformulated as a standard stochastic optimal control problem with final inequality constraints. Nevertheless, although the conditions listed in Theorem 3.3 are essentially sharp, the statement of Theorem 3.4 may be strengthened as follows. If \((u_{k+1}, x_{k+1}, p_{k+1}, p^0_{k+1}, p^1_{k+1}, q_{k+1})\) is an extremal for LOCP\(\Delta_{k+1}\), one can additionally prove that \(p^1_{k+1} \leq 0\) (e.g., see [22]; note that in [22] the multipliers have opposite signs because a different convention is adopted) and

\[
p^1_{k+1} \mathbb{E}\left[\int_0^T \|x_{k+1}(s) - x_k(s)\|^2 \, ds - \Delta_{k+1}\right] = 0
\]
(the latter is known as slack condition), which motivates the choice “weak stochastic PMP for LOCP_{k+1}” as name for Theorem 3.4. Nevertheless, since the trust-region constraints do not appear in the original problem, we do not need to leverage these latter additional conditions on \( p_{k+1} \) to prove our claims, i.e., Theorem 3.4 suffices to establish the aforementioned properties of accumulation points for SCP when applied to solve OCP.

### 3.3. Main results

Our contribution is twofold. First, under very mild assumptions, we prove that any accumulation point of the sequence of iterates generated by SCP is a candidate locally-optimal solution for OCP. Specifically, we prove that any accumulation point of the sequence \((u_k, x_k, p_k^0, p_k^1, q_k)_{k \in \mathbb{N}}\) generated by SCP, where \((u_k, p_k, p_k^0, p_k^1)\) is an extremal for LOCP_{\Delta} associated with \((u_k, x_k)\) in the sense of Theorem 3.3, is an extremal for OCP in the sense of Theorem 3.4 (see Thm. 3.6). Although the optimization community is aware that establishing the convergence of the sequence generated by SCP is generally difficult (see, e.g., [36, 39]), one can often prove optimality-related properties of its accumulation points, a much natural property which justifies the use of SCP (see, e.g., [36]).

Second, by strengthening our original assumptions, we prove existence of at least one accumulation point of the aforementioned sequence \((u_k, x_k, p_k^0, p_k^1, q_k)_{k \in \mathbb{N}}\) generated by SCP (see Thm. 3.9). Below, we organize these claims in two more precise statements.

#### 3.3.1. Properties of accumulation points for SCP

**Theorem 3.6 (Properties of Accumulation Points for SCP).** Assume that \((A_1)-(A_3)\) hold and that SCP generates a sequence \((\Delta_k, u_k, x_k)_{k \in \mathbb{N}}\) such that \((\Delta_k)_{k \in \mathbb{N}} \subseteq \mathbb{R}_+ \setminus \{0\}\) converges to zero, and for every \(k \geq 1\), the tuple \((u_k, x_k)\) locally solves LOCP_{\Delta} for every \(k \geq 1\), letting \((u_k, p_k, p_k^0, p_k^1)\) be an extremal associated with \((u_k, x_k)\) for LOCP_{\Delta} (whose existence is ensured by Thm. 3.4), assume the following Accumulation Condition holds:

\[(AC) \text{ Up to some subsequence, } (u_k, p_k, p_k^0, p_k^1) \text{ converges to some } (u, p, p^0, p^1) \in L^2([0, T]; \mathbb{R}^m) \times \mathbb{R}^{q+2} \text{ for the weak topology of } L^2([0, T]; \mathbb{R}^m) \times \mathbb{R}^{q+2}.
\]

If \((p, p^0) \neq 0\), then \((u, p, p^0)\) is an extremal for OCP associated with \((u, x_u)\).

The guarantees offered by Theorem 3.6 read as follows. Under \((A_1)-(A_3)\) and by selecting a shrinking-to-zero sequence of trust-region radii, if iteratively solving problems LOCP_{\Delta} returns a sequence of strategies whose extremals satisfy \((AC)\) with a non-trivial multiplier \((p, p^0) \neq 0\), then SCP finds a candidate (local) solution to OCP. Theorem 3.6 extends classical results on the well-posedness of SCP (see, e.g., [36]) from deterministic to stochastic settings. In particular, the requirement \((p, p^0) \neq 0\) in Theorem 3.6 is natural and has an equivalent in deterministic settings, playing the role of some sort of qualification condition (see, e.g., [36], Thm. 3.4). Note that the requirement \((p, p^0) \neq 0\) can be easily numerically checked (see our discussion after Thm. 3.9).

#### 3.3.2. Existence of accumulation points for SCP

Assumptions \((A_1)-(A_3)\) together with some minor requirements are sufficient to establish that any accumulation point for the sequence of iterates \((u_k, x_k)_{k \in \mathbb{N}}\) satisfies the stochastic PMP related to OCP (Thm. 3.6). We can additionally infer the existence of accumulation points, i.e., \((AC)\) in Theorem 3.6 holds true, if some more structure on the data defining OCP is assumed. Importantly, the validity of \((AC)\) endows stochastic SCP with the additional guarantee that at least one accumulation point (with respect to weak topologies) exists, which in turn provides a “weak” guarantee of success for the method via the result of Theorem 3.6 (‘weak” because convergence is satisfied up to some subsequence). We introduce the following technical condition:

\[(A_4) \text{ The mapping } G : \mathbb{R}^{m+1} \to \mathbb{R} \text{ is given by } G(t, u) = u^\top U(t) u, \text{ where each } U(t) \in \mathbb{R}^{m \times m} \text{ is symmetric definite positive and the mapping } t \mapsto U(t)^{-1} \text{ is continuous.}
\]

The use we make of \((A_4)\) is essentially contained in the following result.
Lemma 3.7. Under (A4), for every $k \in \mathbb{N}$, every normal extremal $(u_{k+1}, p_{k+1}, p^0_{k+1}, p^1_{k+1})$ for $\text{LOCP}_{k+1}^\Delta$, i.e., for which $p^0_{k+1} \neq 0$, is such that the corresponding control $u_{k+1}$ is time-continuous.

Proof. Fix convexity of $\text{LOCP}_{k+1}^\Delta$, Importantly, motivated by regularity results in deterministic optimal control settings (see, for instance, [10, 12, 13, 25]), which analyze continuity properties of extremals with respect to appropriate deformations of some deterministic optimal control problems and which inspired our work, show that the time-continuity of optimal controls, although we leave the investigation of more general sufficient conditions for the time-continuity of optimal controls, whereas $\text{Proj}_U$, $\text{SCP}$ generates

$$u_{k+1}(s) = \begin{cases} \frac{1}{2p^0_{k+1}}U^{-1}(s)\gamma_k(s) & \text{if } \frac{1}{2p^0_{k+1}}U^{-1}(s)\gamma_k(s) \in U, \\ \text{Proj}_U\left(\frac{1}{2p^0_{k+1}}U^{-1}(s)\gamma_k(s)\right) & \text{if } \frac{1}{2p^0_{k+1}}U^{-1}(s)\gamma_k(s) \notin U, \end{cases}$$

where we denote $\gamma_k(s) \triangleq ((\gamma_k(s))_1, \ldots, (\gamma_k(s))_m)$ with $(\gamma_k(s))_i \triangleq \mathbb{E}[p^0_{k+1} s(b_i(s, x_k(s)) + p^0_{k+1} L_i(s, x_k(s)))]$, whereas $\text{Proj}_U : \mathbb{R}^m \rightarrow \mathbb{R}^m$ denotes the projection over the convex set $U$. The claim readily follows once we prove the mappings $t \in [0, T] \mapsto \gamma_k(s)$ are continuous, given that $t \in [0, T] \mapsto U^{-1}(s)$ and $v \mapsto \text{Proj}_U(v)$ are continuous. We only prove the continuity of $t \in [0, T] \mapsto \mathbb{E}[p_k(t)]$, given that the continuity of $t \in [0, T] \mapsto \gamma_k(s)$ can be proved by leveraging similar arguments, and (A1) and (A2). For this, thanks to (A1), (A2), Lemma 2.1, Theorem 3.4, and Hölder and Burkholder–Davis–Gundy inequalities, for every $0 \leq s < t \leq T$, we obtain that

$$\mathbb{E}[||p_k(t) - p_k(s)||] \leq 2\mathbb{E}\left[\left\| \int_s^t \mathbb{E}\left[ p_k\left(\frac{\partial f_k(r, x_k(r), u_k(r))}{\partial x_k(r)} + p^0_k \frac{\partial f^0_k}{\partial x_k(r)}(r, x_k(r), u_k(r)) + 2p^1_k(x_k(r) - x_{k-1}(r)) \right) + \sum_{i=1}^d (q_k)_i \frac{\partial \sigma_i}{\partial x_k(r)}(r, x_k(r)) \right] \, dr \right\| \right] + \frac{2\mathbb{E}\left[\left\| \int_s^t q_k(r) \, dB_r \right\| \right]}{(t - s)^\frac{1}{2}},$$

for some appropriate constant $C \geq 0$, and the conclusion follows. 

Remark 3.8. Through Lemma 3.7, (A4) becomes crucial to ensure the validity of (AC) in Theorem 3.6. In particular, the works [10, 12, 13, 25], which analyze continuity properties of extremals with respect to appropriate deformations of some deterministic optimal control problems and which inspired our work, show that the time-continuity of optimal controls $u_k$ for each $\text{LOCP}_{k}^\Delta$ represents a requirement which is not easy to relax (in particular, see the counterexample in [13], Sect. 2.3), especially in the presence of trust-region constraints. Importantly, motivated by regularity results in deterministic optimal control settings (see, e.g., [48], Thm. 3.2), we reckon that more generic mappings $G$ might yield Lemma 3.7, especially when optimizing over deterministic controls, although we leave the investigation of more general sufficient conditions for the time-continuity of optimal controls $u_k$ for each $\text{LOCP}_{k}^\Delta$ as a future research direction, in that it is out of the scope of this work which again focuses on the properties of accumulations points of the sequence generated by SCP.

Theorem 3.9 (Existence of Accumulation Points for SCP). Assume that (A1)–(A4) hold and that SCP generates a sequence $(\Delta_k, u_k, x_k)_{k \in \mathbb{N}}$ such that $(\Delta_k)_{k \in \mathbb{N}} \subseteq \mathbb{R}_+ \setminus \{0\}$ converges to zero, and for every $k \geq 1$, the tuple $(u_k, x_k)$ locally solves $\text{LOCP}_{k}^\Delta$. For every $k \geq 1$, let $(u_k, x_k)$ be an extremal associated with $(u_{k+1}, x_{k+1})$ for $\text{LOCP}_{k}^\Delta$ (whose existence is ensured by Thm. 3.4). If $p^0_k \neq 0$ for every $k \geq 1$, then (AC) in Theorem 3.6 holds true.
In addition, if \((u, p, p^0)\) denotes the extremal for OCP associated with some \((u, x, p, p^0, q)\), which is provided by Theorem 3.6, the following convergence holds, up to some subsequence, for every \(\ell \geq 2\) when \(k \to \infty\):

\[
\|\tilde{p}_k - (p, p^0)\| + \mathbb{E} \left[ \sup_{s \in [0, T]} \|x_k(s) - x(s)\|^\ell + \sup_{s \in [0, T]} \|p_k(s) - p(s)\|^2 + \int_0^T \|q_k(s) - q(s)\|^2 \, ds \right] \to 0. \tag{3.3}
\]

The main takeaway of Theorem 3.9 is that an accumulation point for stochastic SCP always exists, which in turn is a candidate (local) solution to OCP due to Theorem 3.6, as soon as appropriate qualification-type conditions are satisfied. In particular, similarly to the condition \((p, p^0) \neq 0\) in Theorem 3.6, the requirement \(p^0 \neq 0\) in Theorem 3.9 plays the role of an additional qualification condition, but at the level of each subproblem \(\text{LOCP}_k^A\). Note that the latter is a generic property in deterministic optimal control (see, e.g., [18]). Finally, the requirement \((p, p^0) \neq 0\) in Theorem 3.6 from which (local) optimality of the strategy found by SCP stems can be numerically checked thanks to (3.3), as soon as the multipliers \((\tilde{p}_k, p^0_k)\) are accessible through SCP iterations.

### 3.3.3. Insights to speed up the convergence of SCP

In Theorem 3.9, there are also insightful statements concerning the convergence of Pontryagin extremals. Let us outline how those statements may be leveraged to speed up convergence.

For this, adopt the notation of Theorem 3.3 and assume that we are in the situation where applying the maximality condition of the PMP to problem OCP leads to smooth candidate optimal controls, as functions of the variables \(x\), \(p^0\), and \(p\) (be aware that this might not be straightforward to obtain). We are then in a position to define two-point boundary value problems to solve OCP, also known as shooting methods, for which the decision variables become \(p^0\), \(p(T)\), and \(q\). In particular, the core of the method consists of iteratively choosing \((p^0, p(T), q)\) and making the adjoint equation evolve until some given final condition is met (see, e.g., [7, 16] for a more detailed explanation of shooting methods). In the context of deterministic optimal control, when convergence is achieved, shooting methods terminate quite fast (at least quadratically). However, here the bottlenecks are: (1) to deal with the presence of the variable \(q\) and (2) to find a good guess for the initial value of \((p^0, p(T), q)\) to make the whole procedure converge. In the setting of Theorem 3.9, a valid option to design well-posed shooting methods is as follows. With the notation and assumptions of Theorem 3.9, up to some subsequence it holds that \((p_k^0, p_k(T), q_k) \to (p^0, p(T), q)\) (with respect to appropriate topologies) as \(k \to \infty\). Therefore, assuming we have access to Pontryagin extremals along iterations and given some large enough iteration \(k\), we can fix \(q = q_k\) and initialize with \((p_k^0, p_k(T))\) a shooting method for OCP that operates on the finite-dimensional variable \((p^0, p(T)) \in \mathbb{R}^{q+1}\). If successful, this strategy would speed up the convergence of the entire numerical scheme, though we leave its investigation as a future research direction.

### 4. Proof of the main results

Since the statement of Theorem 3.6 is in particular contained in Theorem 3.9, it is sufficient to prove Theorem 3.9 only. We split this proof into three main steps. First, we retrace the proof of the stochastic PMP to introduce necessary notation and expressions. In addition, we leverage this step to provide novel insight on how to prove the stochastic PMP by following the lines of the original work of Pontryagin and his group (see, e.g., [1, 23, 43]), a proof that we could not find in the stochastic literature. Second, we show the convergence of trajectories and controls, together with the convergence of variational inequalities (see Sect. 5.2.2 for a definition). The latter represents the cornerstone of the proof and paves the way for the final step, which consists of proving the convergence of the Pontryagin extremals. For the sake of clarity and brevity and without loss of generality, we carry out the proof in the case of scalar Brownian motion, i.e., we assume \(d = 1\). Moreover, for any \(x \in \mathbb{R}^n\) with \(n \in \mathbb{N}\), we adopt the notation \(\tilde{x} \triangleq (x, x^{n+1}) \in \mathbb{R}^{n+1}\).
4.1. Main steps of the proof of the stochastic maximum principle

For the sake of clarity and brevity, we retrace the proof of Theorem 3.3 only. The proof of Theorem 3.4 follows from a straightforward modification of the steps we provide below, by introducing the additional final constraint \( \mathbb{E}[y(T) - \Delta_{k+1}] \leq 0 \) via (3.2). In particular, we highlight those modifications below and in Section 4.2.2.

4.1.1. Linear stochastic differential equations

Define the stochastic matrices \( A(t) \triangleq \frac{\partial(b,v)}{\partial x}(t, u(t), x(t)) \) and \( D(t) \triangleq \frac{\partial(\sigma,0)}{\partial x}(t, u(t), x(t)) \). For any time \( t \in [0,T] \) and any bounded initial condition \( \xi_r \in L^2_{\mathcal{F}}(\Omega; \mathbb{R}^{n+1}) \), the following problem

\[
\begin{cases}
    dz(t) = A(t)z(t) \, dt + D(t)z(t) \, dB_t \\
    z(s) = 0, \quad s \in [0,r), \quad z(r) = \xi_r 
\end{cases}
\]

is well-posed [54]. Its unique solution is the \( \mathcal{F} \)-adapted with right-continuous sample paths process \( z : [0,T] \times \Omega \rightarrow \mathbb{R}^{n+1} \). For fixed vectors \( \sigma, r, \omega \), we have \( \int_{\mathbf{R}^n} \mathbb{P}(r, \omega) \, dB_t \). Denote by \( \tilde{\xi}_r \) the open ball in \( \mathbb{R}^{n+1} \) of radius \( \rho \) centered at \( \xi_r \). For any time \( t \in [0,T] \), we define the admissible control \( u \) to be the function \( \phi(t) \psi(t) = \psi(t) \phi(t) = I, \) and therefore \( \psi(t) = \phi(t)^{-1} \), for every \( t \in [0,T] \).

4.1.2. Needle-like variations and end-point mapping

One way to prove the PMP comes from the analysis of specific variations called needle-like variations on a mapping called the end-point mapping. These concepts are introduced below in the context of optimization over deterministic controls (see Sect. 5 for the generalization of this argument to stochastic controls).

Given an integer \( j \in \mathbb{N} \), fix \( j \) times \( 0 < t_1 < \cdots < t_j < T \) which are Lebesgue points for \( u \), and fix \( j \) random variables \( u_1, \ldots, u_j \) such that \( u_i \in U \). For fixed scalars \( 0 \leq \eta_i < t_{i+1} - t_i, \ i = 1, \ldots, j - 1, \) and \( 0 \leq \eta_j < T - t_j \), the needle-like variation \( \pi = \{t_i, \eta_i, u_i\}_{i=1,\ldots,j} \) of the control \( u \) is defined to be the admissible control \( u_{\pi}(t) = u_i \) if \( t \in [t_i, t_i + \eta_i] \) and \( u_{\pi}(t) = u(t) \) otherwise. Denote by \( \tilde{x}_u \) the solution related to an admissible control \( v \) of the augmented system

\[
\begin{cases}
    dx(t) = b(t, v(t), x(t)) \, dt + \sigma(t, x(t)) \, dB_t, \quad x(0) = x^0 \\
    dx^{n+1}(t) = f^0(t, v(t), x(t)) \, dt, \quad x^{n+1}(0) = 0 
\end{cases}
\]

and define the mapping \( \tilde{g} : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1} : \tilde{x} \mapsto (g(x), x^{n+1}) \). For every fixed time \( t \in (t_j, T] \), by denoting \( \delta_t \triangleq \min\{t_{i+1} - t_i, t - t_j : i = 1, \ldots, j - 1\} > 0 \), the end-point mapping at time \( t \) is defined to be the function

\[
F^j_t : C^j_t(0) \triangleq B^j_{\delta_t}(0) \cap \mathbb{R}^{m_j} \rightarrow \mathbb{R}^{m+1} \\
(\eta_1, \ldots, \eta_j) \mapsto \mathbb{E}[\tilde{g}(\tilde{x}_{\pi}(t)) - \tilde{g}(\tilde{x}_u(t))] 
\]

where \( B^j_{\rho} \) is the open ball in \( \mathbb{R}^j \) of radius \( \rho > 0 \). Due to Lemma 2.1, it is not difficult to see that \( F^j_t \) is Lipschitz (see also the argument developed to prove Lem. 4.2). In addition, this mapping may be Gateaux differentiated

\[
\frac{d}{d\eta_i} F^j_t(\eta_1, \ldots, \eta_j) = \mathbb{E}[\tilde{g}(\tilde{x}_{\pi}(t)) - \tilde{g}(\tilde{x}_u(t))] 
\]

\[
\frac{d}{d\eta_i} F^j_t(\eta_1, \ldots, \eta_j) = \mathbb{E}[\tilde{g}(\tilde{x}_{\pi}(t)) - \tilde{g}(\tilde{x}_u(t))] 
\]
at zero along admissible directions of the cone $C^j_t$. For this, denote $\hat{b} = (b^\top, f^0)^\top$, $\hat{\sigma} = (\sigma^\top, 0)^\top$ and let $z_{t_i, u_i}$ be the unique solution to (4.1) with $\xi_{t_i} = \hat{b}(t_i, u_i, x(t_i)) - \hat{b}(t_i, u(t_i), x(t_i))$.

**Remark 4.1.** For the proof of Theorem 3.4, the only change compared to the proof of Theorem 3.3 which is required up to this point consists of replacing the function $\tilde{g} : \mathbb{R}^{n+1} \to \mathbb{R}^{q+1}$ which defines the end-point mapping (4.4) by the function

$$(\tilde{g}_k, g_k^{n+2}) : \mathbb{R}^{n+2} \to \mathbb{R}^{q+2} : (\tilde{x}, y) \mapsto (g_k(x), x^{n+1}, y).$$

Note that this change is consistent since we will effectively make use of the mapping $F^j_t$ at the time $t = T$ only.

**Lemma 4.2** (Stochastic needle-like variation formula). Let $(\eta_1, \ldots, \eta_j) \in C^j_t$. For any $t > t_j$, it holds that

$$\left\| \mathbb{E} \left[ \tilde{g}(\tilde{x}_{u_t}(t)) - \tilde{g}(\tilde{x}_u(t)) - \sum_{i=1}^j \eta_i \frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(t)) z_{t_i, u_i}(t) \right] \right\| = o \left( \sum_{i=1}^j \eta_i \right).$$

The proof of this result is technical (it requires an intense use of stochastic inequalities) but not difficult. We provide an extensive proof of Lemma 4.2 in the appendix in a more general context (see also Sect. 5).

### 4.1.3. Variational inequalities

The main step in the proof of the PMP goes by contradiction, leveraging Lemma 4.2. To this end, for every $j \in \mathbb{N}$, define the linear mapping

$$dF^j_t : \mathbb{R}^j_+ \to \mathbb{R}^{q+1} : (\eta_1, \ldots, \eta_j) \mapsto \sum_{i=1}^j \eta_i \mathbb{E} \left[ \frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(T)) z_{t_i, u_i}(T) \right],$$

which due to Lemma 4.2, satisfies

$$\lim_{\alpha \to 0, \alpha > 0} \frac{F^j_t(\alpha \eta)}{\alpha} = dF^j_t(\eta),$$

for every $\eta \in \mathbb{R}^j_+$. Finally, consider the closed, convex cone of $\mathbb{R}^{q+1}$ given by

$$K \triangleq \text{Cl} \left( \text{Cone} \left\{ \mathbb{E} \left[ \frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(T)) z_{t_i, u_i}(T) \right] : \text{for } u_i \in U \text{ and } t_i \in (0, T) \text{ is Lebesgue for } u \right\} \right).$$

If $K = \mathbb{R}^{q+1}$, it would hold $dF^j_t(\mathbb{R}^j_+) = K = \mathbb{R}^{q+1}$, and by applying ([1], Lem. 12.1), one would find that the origin is an interior point of $F^j_t(C^j_t)$. This would imply that $(u, x)$ cannot be optimal for OCP, which gives a contradiction.

The argument above (together with an application of the separation plane theorem) provides the existence of a non-zero vector denoted $\tilde{p} = (p^\top, p^0) \in \mathbb{R}^{q+1}$ such that the following variational inequality holds

$$\tilde{p}^\top \mathbb{E} \left[ \frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(T)) z_{r,v}(T) \right] \leq 0, \quad r \in [0, T] \text{ is Lebesgue for } u, \ v \in U. \quad (4.5)$$
Remark 4.3. For the proof of Theorem 3.4, the variational inequalities (4.5) are replaced by the following upgraded variational inequalities which hold for \((u_{k+1}, x_{k+1})\), solution to \(\text{LOCP}_{k+1}^\Delta\):

\[
\begin{pmatrix}
\bar{p}_{k+1} \\
p^1_{k+1}
\end{pmatrix}^\top \mathbb{E}\left[
\begin{pmatrix}
\frac{\partial \tilde{g}}{\partial x}(\tilde{x}_k(T)) & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{z}^k_{r,v}(T) \\
(\tilde{z}^k_{r,v})^{n+2}(T)
\end{pmatrix}
\right] \leq 0,
\tag{4.6}
\]

for every \(r \in [0, T]\) is Lebesgue for \(u_k, v \in U\),

where each \((z^k_{r,v})^\top, (z^k_{r,v})^{n+2}\) solves an equation similar to (4.1) (we report this new equation in Sect. 4.2.2).

4.1.4. Conclusion of the proof of the stochastic maximum principle

The conditions of the PMP are derived by working out the variational inequality (4.5) and finding expressions of some appropriate conditional expectations. The main details are developed below in the context of optimization over deterministic controls (see Sect. 5 for the generalization to stochastic controls).

First, by appropriately developing solutions to (4.1), (4.5) can be rewritten as

\[
\mathbb{E}\left[
\begin{pmatrix}
p^\top & \frac{\partial \tilde{g}}{\partial x}(	ilde{x}_u(T)) \phi(T) \psi(r) 
\end{pmatrix}^\top
\begin{pmatrix}
b f_0 \\
0
\end{pmatrix}
(r, v, x(r)) - \begin{pmatrix}
b f_0 \\
0
\end{pmatrix}
(r, u(r), x(r))
\right] \leq 0
\]

for every \(r \in [0, T]\) Lebesgue point for \(u\) and every \(v \in U\). Second, again from the structure of (4.1), it can be readily checked that by denoting

\[
p(t) \triangleq \mathbb{E}\left[
\begin{pmatrix}
p^\top & \frac{\partial \tilde{g}}{\partial x}(	ilde{x}_u(T)) \phi(T) 
\end{pmatrix}^\top
\begin{pmatrix}
\mathcal{F}_t
\end{pmatrix} \psi(t)
\right]_{1, \ldots, n},
\]

\[
p^0 \triangleq \mathbb{E}\left[
\begin{pmatrix}
p^\top & \frac{\partial \tilde{g}}{\partial x}(	ilde{x}_u(T)) \phi(T) \psi(t) 
\end{pmatrix}^\top
\begin{pmatrix}
\mathcal{F}_{n+1}
\end{pmatrix}
\right],
\tag{4.7}
\]

the quantity \(p^0\) is constant in \([0, T]\) (in addition, its negativity can be shown through a standard reformulation of problem OCP, as done in [1], Sect. 12.4). Notice that the stochastic process \(p : [0, T] \times \Omega \to \mathbb{R}^n\) is by definition \(\mathcal{F}\)-adapted. The quantities so far introduced allow one to reformulate the inequality above as

\[
\mathbb{E}\left[
\begin{pmatrix}
p(t)^\top & \frac{\partial \tilde{g}}{\partial x}(	ilde{x}_u(t)) \phi(T) \psi(t) - b(t, u(t), x(t)) \right] + p^0 \left(f^0(t, u(t), x(t)) - f^0(t, v, x(t))\right) \geq 0
\]

for every \(t \in [0, T]\) Lebesgue point for \(u\) and \(v \in U\), from which we infer the maximality condition of the PMP.

It remains to show the existence of the process \(q \in L^2(\Omega; L^2([0, T]; \mathbb{R}^n))\), the continuity of the sample paths of the process \(q\), and the validity of the adjoint equation. For this, remark that, due to Jensen inequality and Lemma 2.1, the martingale \(\mathbb{E}\left[\frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(T)) \phi(T) \mathcal{F}_t\right]_{t \in [0, T]}\) is bounded in \(L^2\). Hence, the martingale representation theorem provides the existence of a process \(\mu \in L^2(\Omega; \mathbb{R}^{(q+1) \times (n+1)})\) such that

\[
\mathbb{E}\left[\frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(T)) \phi(T) \mathcal{F}_t\right] = \mathbb{E}\left[\frac{\partial \tilde{g}}{\partial x}(\tilde{x}_u(T)) \phi(T) \mathcal{F}_0\right] + \int_0^t \mu(s) \, dB_s \triangleq N + \chi(t),
\]

where \(N \in \mathbb{R}^{(q+1) \times (n+1)}\) is a constant matrix. The definition in (4.7) immediately gives that the sample paths of the process \(\mu\) are continuous. Next, an application of Itô formula (component-wise) readily shows that the product \(\chi \psi\) satisfies, for \(t \in [0, T]\),

\[
(\chi \psi)(t) = \left(\int_0^t \mu(s) \, dB_s\right) \psi(t) + \int_0^t \mu(s) \psi(s) \, dB_s - \int_0^t \mu(s) \psi(s) \, D(s) \, ds
\]

\[
- \int_0^t \chi(s) \psi(s) \left(A(s) - D(s)^2\right) \, ds - \int_0^t \chi(s) \psi(s) D(s) \, dB_s.
\]
Denoting \( q(t) \triangleq \left( \bar{p}^T (\mu(t) \psi(t) - (N \psi(t) + \chi(t) \psi(t)) D(t)) \right)_{1,...,n} \), the computations above readily give the adjoint equation of the PMP. Those computations may also be leveraged to show \( p \in L^2_\mathcal{F}(\Omega; C([0,T]; \mathbb{R}^n)) \) and \( q \in L^2_\mathcal{F}([0,T] \times \Omega; \mathbb{R}^n) \) (see, e.g., [54], Sect. 7.2).

4.2. Proof of the convergence result

Here we enter the core of the proof of Theorem 3.6. The convergence of trajectories and controls is addressed first. We devote the last two sections to the convergence of variational inequalities and Pontryagin extremals. For the sake of clarity and brevity, we only consider free-final-time problems. From now on, we implicitly assume \((A_1)-(A_3)\).

4.2.1. Convergence of controls and trajectories

Due to \((A_1)-(A_3)\), there exists a sequence of tuples \((u_k, x_k)_{k \in \mathbb{N}}\) such that for every \(k \in \mathbb{N}\), the tuple \((u_{k+1}, x_{k+1})\) solves LOCP\(_{\Delta k+1}^\Lambda\). In what follows, we implicitly adopt the reformulation of each problem convexified problem LOCP\(_{\Delta k+1}^\Lambda\), which consist of adding \( \mathbb{E}[y(T) - \Delta_{k+1}] \leq 0 \) to the final constraints through the new variable \( y \) in (3.2). If \( u \in \mathcal{U} \) denotes an admissible control for OCP that fulfills the conditions of Theorem 3.6, we denote by \( \tilde{x} : [0,T] \times \Omega \to \mathbb{R}^{n+1} \) the \( \mathcal{F} \)-adapted with continuous sample paths process solution to the augmented system (4.3) related to OCP with control \( u \). The following holds.

**Lemma 4.4** (Convergence of trajectories). Assume that the sequence \((\Delta_k)_{k \in \mathbb{N}} \subseteq \mathbb{R}_+ \) converges to zero. If the sequence \((u_k)_{k \in \mathbb{N}}\) converges to \( u \) for the weak topology of \( L^2 \), then \( \mathbb{E} \left[ \sup_{t \in [0,T]} \| x_k(t) - x(t) \|^\ell \right] \to 0, \) as \( k \to \infty \), for every \( \ell \geq 2 \).

**Proof.** For every \( t \in [0,T] \), we have (below, \( C \geq 0 \) represents some often overloaded appropriate constant)

\[
\| x_{k+1}(t) - x(t) \|^\ell \leq C \left\| \int_0^t \left( b_0(s, x_k(s)) - b_0(s, x(s)) \right) ds \right\|^\ell + C \sum_{i=1}^m \left\| \int_0^t \left( u_{k+1}^i(s)b_i(s, x_k(s)) - u_i(s)b_i(s, x(s)) \right) ds \right\|^\ell + C \left\| \int_0^t \left( \sigma(s, x_k(s)) - \sigma(s, x(s)) + \frac{\partial \sigma}{\partial x}(s, x_k(s))(x_{k+1}(s) - x_k(s)) \right) ds \right\|^\ell.
\]

Now, we take expectations. For the last term, we compute

\[
\mathbb{E} \left[ \left\| \int_0^t \left( \sigma(s, x_k(s)) - \sigma(s, x(s)) + \frac{\partial \sigma}{\partial x}(s, x_k(s))(x_{k+1}(s) - x_k(s)) \right) ds \right\|^\ell \right] 
\leq C \left( \int_0^t \mathbb{E} \left[ \sup_{r \in [0,s]} \| x_{k+1}(r) - x(r) \|^\ell \right] ds + \mathbb{E} \left[ \int_0^T \| x_{k+1}(s) - x_k(s) \|^{1+\ell} ds \right] \right) 
\leq C \int_0^t \mathbb{E} \left[ \sup_{r \in [0,s]} \| x_{k+1}(r) - x(r) \|^\ell \right] ds + C \left( \int_0^T \mathbb{E} \left[ \| x_{k+1}(s) - x_k(s) \|^2 \right] ds \right)^\frac{\ell}{2} \left( \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \sup_{s \in [0,T]} \| x_k(s) \|^{2(\ell-1)} \right] \right)^\frac{1}{2} 
\leq C \left( \int_0^t \mathbb{E} \left[ \sup_{r \in [0,s]} \| x_{k+1}(r) - x(r) \|^\ell \right] ds + \Delta_{k+1} \right). 
\]
due to Hölder and Burkholder–Davis–Gundy inequalities, and the last inequality comes from Lemma 2.1. Similar computations can be carried out for the first and third terms of (4.8).

To handle the second term of (4.8), we proceed as follows. We see that since $E \left[ \int_0^T \|b_i(s, x(s))\|^2 \, dt \right] < \infty$ implies $\int_0^T \|b_i(s, x(s))\|^2 \, dt < \infty$, $G$-almost surely, for every fixed $i = 1, \ldots, m$ and $t \in [0, T]$, the convergence of the sequence of controls for the weak topology of $L^2$ entails that $\left\| \int_a^t (u_k^i(s) - u^i(s)) b_i(s, x(s)) \, ds \right\| \to 0$, $G$-almost surely as $k \to \infty$. In addition, $(A_1)$ gives $\left\| \int_a^b (u_k^i(s) - u^i(s)) b_i(s, x(s)) \, ds \right\| \leq C|b - a|$ for every $a, b \in [0, T]$ and $G$-almost surely. Hence, Lemma 3.4 of [50] and the dominated convergence theorem finally provide that

$$
E \left[ \sup_{t \in [0, T]} \left\| \int_0^t (u_k^i(s) - u^i(s)) b_i(s, x(s)) \, ds \right\|^2 \right] \to 0, \quad k \to \infty.
$$

It is easy to conclude the proof by applying a routine Grönwall inequality argument.

The sought-after convergence of trajectories is a consequence of Lemma 4.4 when the conditions of Theorem 3.6 are met. In addition, limiting points for the sequences of controls fulfilling the conditions of Theorem 3.6 always exist up to some subsequence. Indeed, in this case, the set of admissible controls $\mathcal{U}$ is closed and convex for the strong topology of $L^2$. Hence it is closed for the weak topology of $L^2$. Therefore, since $(u_k)_{k \in \mathbb{N}}$ is bounded in $L^2$, there exists $u \in \mathcal{U}$ such that, up to some subsequence, $(u_k)_{k \in \mathbb{N}}$ weakly converges to $u$ for the weak topology of $L^2$. It remains to show that the process $x$ is feasible for OCP. For this, we compute

$$
\left\| E[g(x(T))] \right\| \leq E \left[ \left\| g(x(T)) - g(x_k(T)) \right\| \right] + E \left[ \left\| \frac{\partial g}{\partial x}(x_k(T))(x_{k+1}(T) - x_k(T)) \right\| \right]
$$

$$
\leq C \left( E \left[ \left\| x(T) - x_k(T) \right\|^2 \right] \right)^{\frac{1}{2}} + E \left[ \left\| x_{k+1}(T) - x(T) \right\|^2 \right]^{\frac{1}{2}} \to 0
$$

due to Lemma 4.4 and the dominated convergence theorem (here $C \geq 0$ is a constant coming from $(A_2)$, and we use the continuity of the sample paths of $x$).

4.2.2. Convergence of variational inequalities

We start with a crucial result on linear stochastic differential equations. Recall the notation of Section 4.1.

**Lemma 4.5** (Convergence of variational inequalities). Fix $\ell \geq 2$ and consider sequences of times $(r_k)_{k \in \mathbb{N}} \subseteq [0, T]$ and of uniformly bounded variables $(\xi_k)_{k \in \mathbb{N}}$ such that for every $k \in \mathbb{N}$, $\xi_k \in L_{F_{r_k}}^2(\Omega; \mathbb{R}^{n+1})$. Assume that $r_k \to r$ with $r_k \leq r$ for $k \in \mathbb{N}$ and $\xi_k \overset{L^2}{\rightarrow} \xi \in L_{F_r}^2(\Omega; \mathbb{R}^{n+1})$ with $\xi$ bounded. Denote $\tilde{w}_{k+1}$, $\tilde{w}$ the stochastic process solutions, respectively, to

$$
\begin{align*}
\text{d}w(t) &= \left( \frac{\partial h}{\partial x}(t, x_k(t)) + \sum_{i=1}^m u_k^i(t) \frac{\partial h_i}{\partial x}(t, x_k(t)) \right) w(t) \, dt + \frac{\partial \sigma}{\partial x}(t, x_k(t)) w(t) \, dB_t \\
\text{d}w_{n+1}(t) &= \left( \frac{\partial H}{\partial x}(x_{k+1}(t)) + \frac{\partial L}{\partial x}(t, u_k(t), x_k(t)) \right) w(t) \, dt \\
\tilde{w}(t) &= 0, \quad t \in [0, r_k], \quad \tilde{w}(r_k) = \xi_{k+1},
\end{align*}
$$

\[
\begin{align*}
\frac{d w(t)}{dt} &= \left( \frac{\partial b}{\partial x}(t,x(t)) + \sum_{i=1}^{m} u^i(t) \frac{\partial h_i}{\partial x}(t,x(t)) \right) w(t) \, dt + \frac{\partial \sigma}{\partial x}(t,x(t)) w(t) \, dB_t \\
\frac{d w_n(t)}{dt} &= \left( \frac{\partial H}{\partial x}(x(t)) + \frac{\partial L}{\partial x}(t,u(t),x(t)) \right) w(t) \, dt \\
\tilde{w}(t) &= 0, \quad t \in [0,r], \quad \tilde{w}(r) = \tilde{\xi}.
\end{align*}
\]

Under the assumptions of Lemma 4.4, it holds that \( \mathbb{E} \left[ \sup_{t \in [r,T]} \| \tilde{w}_k(t) - \tilde{w}(t) \|^\ell \right] \rightarrow 0 \) for \( k \rightarrow \infty \).

**Proof.** From \( r_k \leq r, k \in \mathbb{N} \), for \( t \in [r,T] \) we have (below, \( C \geq 0 \) is a constant)

\[
\| \tilde{w}_{k+1}(t) - \tilde{w}(t) \| \leq C \| \tilde{\xi}_{k+1} - \tilde{\xi} \| \quad (4.9)
\]

We consider the expectation of the fourth term on the right-hand side (a similar argument can be developed for the first three terms, which are omitted in the interest of clarity and brevity). The Burkholder–Davis–Gundy and Hölder inequalities give

\[
\mathbb{E} \left[ \left\| \int_0^t 1_{[r,T]}(t) \left( \frac{\partial \sigma}{\partial x}(s,x_k(s)) w_{k+1}(s) - \frac{\partial b}{\partial x}(s,x(s)) w(s) \right) \, dB_s \right\| \ell \right] \leq C |r - r_k| + C \int_r^T \mathbb{E} \left[ \sup_{s' \in [0,s]} \left\| w_{k+1}(s') - w(s') \right\| \ell \right] \, ds + C \mathbb{E} \left[ \sup_{s \in [0,T]} \| w(s) \|^{2\ell} \right] \mathbb{E} \left[ \sup_{s \in [0,T]} \| x_k(s) - x(s) \|^{2\ell} \right],
\]

where the last inequality holds due to Lemma 4.4 and because Lemma 2.1 may be readily extended to \( \tilde{w} \).

Finally, due to the fact that \( L \) is affine with respect to the control variable, we may handle the fifth and the sixth terms in (4.9) by combining the argument above with the final steps in the proof of Lemma 4.4, and a routine Grönwall inequality argument provides the conclusion. \( \square \)

Consider \( (u_k)_{k \in \mathbb{N}} \subseteq \mathcal{U} \) which converges to \( u \in \mathcal{U} \) for the weak convergence of \( L^2 \). By assuming \((A_4)\), we may denote by \( \mathcal{L} \subseteq [0,T] \) the full Lebesgue-measure subset such that \( r \in \mathcal{L} \) if and only if \( r \) is a Lebesgue point for \( u \) and \( r \notin \bigcup_{k \in \mathbb{N}} D_{k+1} \) (we use the notation introduced with \((A_4)\)). We prove the existence of a non-zero vector \( \tilde{p} \in \mathbb{R}^{r+1} \) whose last component is non-positive such that for every \( r \in \mathcal{L}, v \in U, \)

\[
\tilde{p}^T \mathbb{E} \left[ \frac{\partial \bar{g}}{\partial x}(\tilde{x}(T)) z_{r,v}(T) \right] \leq 0,
\]
where the $\mathcal{F}$-adapted with continuous sample paths stochastic process $z_{r,v} : [0,T] \times \Omega \to \mathbb{R}^{n+1}$ solves (4.1) with

\[
A(t) = \begin{pmatrix}
\frac{\partial b_0}{\partial x}(t, x(t)) + \sum_{i=1}^{m} u(t) \frac{\partial b_i}{\partial x}(t, x(t)) & 0 \\
\frac{\partial H}{\partial x}(x(t)) + \frac{\partial L}{\partial x}(t, u(t), x(t)) & 0
\end{pmatrix},
D(t) = \begin{pmatrix}
\frac{\partial \sigma}{\partial x}(t, x(t)) & 0 \\
0 & 0
\end{pmatrix},
\]

where we denote $\tilde{b} = (b^T, f^0)^T$ – we will use this notation from now on.

For this, due to (4.6), for every $k \in \mathbb{N}$, the optimality of $(u_{k+1}, x_{k+1})$ for $\text{LOCP}_{k+1}$ provides a non-zero vector $(\tilde{p}_{k+1}, p_{k+1})^T \in \mathbb{R}^{n+2}$ whose second to last component $p_{k+1}^T < 0$ is non-zero by assumption, so that for $r \in \mathcal{L}$ and $v \in U$, it holds that

\[
\begin{pmatrix}
\tilde{p}_{k+1} \\
p_{k+1}
\end{pmatrix}^T \mathbb{E}\left[ \begin{pmatrix}
\frac{\partial \tilde{g}}{\partial x}(\tilde{x}_k(T)) & 0 \\
0 & 1
\end{pmatrix} \begin{pmatrix}
z_{r,v}^{k+1}(T) \\
(z_{r,v}^{k+1})^{n+2}(T)
\end{pmatrix} \right] \leq 0,
\]

where with the notation

\[
A_{k+1}(t) = \begin{pmatrix}
\frac{\partial b_0}{\partial x}(t, x_k(t)) + \sum_{i=1}^{m} u_k(t) \frac{\partial b_i}{\partial x}(t, x_k(t)) & 0 \\
\frac{\partial H}{\partial x}(x_{k+1}(t)) + \frac{\partial L}{\partial x}(t, u_k(t), x_k(t)) & 0
\end{pmatrix},
D_{k+1}(t) = \begin{pmatrix}
\frac{\partial \sigma}{\partial x}(t, x_k(t)) & 0 \\
0 & 0
\end{pmatrix},
\]

the $\mathcal{F}$-adapted with continuous sample paths stochastic process $((z_{r,v}^{k})^T, (z_{r,v}^{k})^{n+2})^T : [0, T] \times \Omega \to \mathbb{R}^{n+2}$ solves a higher dimensional version of (4.1) with

\[
A = A_{k+1}, \ D = D_{k+1}, \text{ and initial condition } \begin{pmatrix}
\tilde{z}_{r,v}^{k+1} \\
0
\end{pmatrix} \triangleq \begin{pmatrix}
\tilde{b}_{k+1}(r, v, x_{k+1}(r)) - \tilde{b}_{k+1}(r, u_{k+1}(r), x_{k+1}(r)) \\
0
\end{pmatrix},
\]

where again we denote $\tilde{b}_{k+1} = (b_{k+1}^T, f_{k+1}^0)^T$.

Now, fix $r \in \mathcal{L}$ and $v \in U$. The following comes from combining Lemma 3.7 with Lemma 3.11 of [13].

**Lemma 4.6** (Pointwise convergence on controls). Under (A4), there exists $(r_k)_{k \in \mathbb{N}} \subseteq (0, r)$ such that for every $k \in \mathbb{N}$, $r_k$ is a Lebesgue point for $u_k$, and $r_k \to r$, $u_k(r_k) \to u(r)$ as $k \to \infty$.

If $(r_k)_{k \in \mathbb{N}} \subseteq (0, r)$ denotes the sequence given by Lemma 4.6, we define $\tilde{\xi}_k = \tilde{z}_{r,v}^{k}$, and $\tilde{\xi} = \tilde{z}_{r,v}$. Straightforward computations give (below, $C \geq 0$ is a constant)

\[
\mathbb{E}\left[ \|\tilde{\xi}_{k+1} - \tilde{\xi}\|^2 \right] \leq C \left( \|u_{k+1}(r_{k+1}) - u(r)\|^2 + |r_{k+1} - r|^2 
\right.
\]
\[
\left. + \mathbb{E}\left[ \|x(r_{k+1}) - x(r)\|^2 \right] + \mathbb{E}\left[ \sup_{s \in [0,T]} \|x_k(s) - x(s)\|^2 \right] \right),
\]

(4.11)
from which \( E \left[ \| \tilde{\xi}_{k+1} - \tilde{\xi} \|^2 \right] \to 0 \) for \( k \to \infty \) (Lem. 4.4 and 4.6). Therefore, from Lemma 4.5 we infer that

\[
E \left[ \sup_{t \in [r,T]} \| z_{r,u,v}^k(t) - z_{r,v}(t) \|^2 \right] \to 0, \quad k \to \infty,
\]

which, together with \( \Delta_k \to 0 \), readily yields

\[
E \left[ \| (z_{r,u,v}^k)^{n+2}(T) \| \right] \to 0, \quad k \to \infty.
\]

At this step, we point out that the variational inequalities in (4.5) and in (4.6) still hold if we take multipliers of norm one. Specifically, we may assume that \( \| (\tilde{p}_{k+1}^\top, p_{k+1}^0) \| = 1 \) for every \( k \in \mathbb{N} \). Therefore, up to some subsequence, there exists a vector \( (\tilde{p}^\top, p^0)^\top = (p^\top, p_0^0, p^1) \in \mathbb{R}^{n+1} \) such that \( (\tilde{p}_{k+1}^\top, p_{k+1}^0) \to (\tilde{p}^\top, p^0)^\top \) for \( k \to \infty \) and satisfying \( (\tilde{p}^\top, p^0)^\top \neq 0 \), \( p^0 \leq 0 \). We use this remark to conclude as follows. The definition of \( \tilde{g} \) and the Hölder inequality give \( C \geq 0 \) is a constant

\[
\tilde{p}^\top E \left[ \frac{\partial \tilde{g}}{\partial x} (\tilde{x}(T)) z_{r,v}(T) \right] \leq \tilde{p}^\top E \left[ \frac{\partial \tilde{g}}{\partial x} (\tilde{x}(T)) z_{r,v}(T) \right] - \left( \tilde{p}_{k+1}^\top, p_{k+1}^0 \right)^\top E \left[ \left( \frac{\partial \tilde{g}}{\partial x} (\tilde{x}(T)) 0 \right) \left( \frac{z_{r,v}^{k+1}(T)}{1} \right) \right] \leq C \left( \| \tilde{p} - \tilde{p}_{k+1} \| + p_{k+1}^0 \right) \sup_{s \in [0,T]} \| z_{r,v}^k(s) - x(s) \|^2 \|
\]

and in this case, (4.10) follows from Lemma 4.4 and the convergences obtained above. From what we showed in Section 4.1.4, this latter inequality yields that \( (u, p, p^0) \) is extremal for OCP as soon as \( (p^\top, p^0)^\top \neq 0 \).

Finally, we turn to the case for which the sequence \( (u_k)_{k \in \mathbb{N}} \subseteq \mathcal{U} \) converges to \( u \in \mathcal{U} \) for the strong topology of \( L^2 \), but without assuming \( (A_\delta) \). For this, fix \( v \in \mathcal{U} \) and define the stochastic processes \( \xi_k(s) = \xi_{s,v}^k \) and \( \tilde{\xi}(s) = \tilde{\xi}_{s,v} \), where \( s \in [0,T] \). Similar computations to the ones developed to compute the bound (4.11) provide that \( J_0^T E \left[ \| \xi_k(s) - \tilde{\xi}(s) \|^2 \right] \) converges to zero as \( k \to \infty \), and therefore up to some subsequence, the quantity \( E \left[ \| \xi_k(s) - \tilde{\xi}(s) \|^2 \right] \) converges to zero for \( k \to 0 \) a.e. in \( [0,T] \). By taking countable intersections of sets of Lebesgue points (one for each control \( u_k \), for all \( k \in \mathbb{N} \)), it follows that the argument above can be iterated exactly in the same manner (via Lem. 4.5), leading to the same conclusion.

### 4.2.3. Convergence of multipliers and conclusion

By applying the construction developed in Section 4.1.4 to the variational inequality (4.10), we retrieve a tuple \( (p, p, p^0, q) \), where \( p \in \mathbb{R}^q \), \( p^0 \leq 0 \) are constant, \( p \in L^2_{\mathcal{F}}(\Omega; C^0([0,T]; \mathbb{R}^n)) \) and \( q \in L^2 \times [0,T] \times \mathbb{R}^n \), such that, as soon as \( (p^\top, p^0)^\top \neq 0 \), the tuple \( (u, p, p^0, q) \) is extremal for OCP associated with \( (u, x, p, p^0, q) \) satisfying conditions 1., 2., and 3. of Theorem 3.3. To conclude, it only remains to prove that

\[
E \left[ \sup_{s \in [0,T]} \| p_k(s) - p(s) \|^2 \right] \to 0, \quad \int_0^T E \left[ \| q_k(s) - q(s) \|^2 \right] \to 0, \quad k \to \infty.
\]

Here, each tuple \( (u_k, p_k, p_0^k) \) is the extremal of LOCP\(_k^\Delta \) associated with the tuple \( (u_k, x_k, p_k^k, p_0^k, q_k) \), where \( (p_k, q_k) \) solves the adjoint equation of Theorem 3.4. Since, under the assumption \( (p^\top, p^0)^\top \neq 0 \), the multipliers
$p_k^1$, $k \in \mathbb{N}$, and $p^1$ do not play any role, for the sake of clarity and brevity of notation, and without loss of generality, in what follows we implicitly assume $p_k^1 = p^1 = 0$, for every $k \in \mathbb{N}$.

Let us start with the first convergence of (4.12). For this, fix $k \in \mathbb{N}$ and consider the process

$$
\left( E \left[ \sup_{s \in [0,T]} \left\| \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi_{k+1} (T) \psi_{k+1} (s) - \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \psi (s) \right\| \mathcal{F}_t \right] \right)_{t \in [0,T]},
$$

where $\phi_{k+1}$, $\psi_{k+1}$ solve (4.2) with matrices $A_{k+1}$, $D_{k+1}$ from which, due to $p_k^1 = p^1 = 0$, for every $k \in \mathbb{N}$, we remove the last column and row, whereas $\phi$, $\psi$ solve (4.2) with matrices $A$, $D$, those matrices being defined above. Due to a straightforward extension of Lemma 2.1 to equations (4.2), this process is a martingale, bounded in $L^2$. Hence, the martingale representation theorem allows us to infer that this process is a martingale with continuous sample paths, and Doob and Jensen inequalities give

$$
E \left[ \sup_{t \in [0,T]} E \left[ \sup_{s \in [0,T]} \left\| \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi_{k+1} (T) \psi_{k+1} (s) - \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \psi (s) \right\| \mathcal{F}_t \right]^2 \right] \leq 4E \left[ \sup_{s \in [0,T]} \left\| \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi_{k+1} (T) \psi_{k+1} (s) - \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \psi (s) \right\|^2 \right],
$$

which holds for every $k \in \mathbb{N}$. By combining (4.13) with (4.7), we compute

$$
E \left[ \sup_{s \in [0,T]} \left\| p_{k+1} (s) - p(s) \right\|^2 \right] \leq C \left[ \sup_{t \in [0,T]} \left\| \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \psi (s) \right\|^2 \right] \left\| \bar{p}_{k+1} - \bar{p} \right\|^2 + C \left[ \sup_{s \in [0,T]} \left\| \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi_{k+1} (T) \psi_{k+1} (s) - \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi (T) \psi (s) \right\|^2 \right],
$$

where $C \geq 0$ is a constant. Up to some subsequence, the first term on the right-hand side converges to zero. Moreover, the definition of $\bar{g}$ and Hölder inequality give

$$
E \left[ \sup_{s \in [0,T]} \left\| \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi_{k+1} (T) \psi_{k+1} (s) - \frac{\partial g}{\partial \bar{x}} (\bar{x}(T)) \phi (T) \psi (s) \right\|^2 \right] \leq C \left[ \sup_{s \in [0,T]} \left\| \psi_{k+1} (s) - \psi (s) \right\|^2 \right]^{\frac{1}{2}} \left[ \sup_{s \in [0,T]} \left\| \psi_{k+1} (s) - \psi (s) \right\|^2 \right]^{\frac{1}{2}} + C \left[ \sup_{s \in [0,T]} \left\| \phi_{k+1} (s) - \phi (s) \right\|^2 \right]^{\frac{1}{2}} \left[ \sup_{s \in [0,T]} \left\| \phi (s) \right\|^4 \right]^{\frac{1}{2}} \left[ \sup_{s \in [0,T]} \left\| x_k (s) - x(s) \right\|^4 \right]^{\frac{1}{2}},
$$

and a straightforward extension of Lemma 4.5 to equations (4.2) entails that all the terms on the right-hand side tend to zero. The convergence of $(p_k)_{k \in \mathbb{N}}$ is proved.

It remains to prove the second convergence of (4.12). For this, we apply Itô formula to $\left\| p_{k+1} (t) - p(t) \right\|^2$, which due to (4.7), (4.13) and Lemma 2.1 extended to (4.2) gives (below, $C \geq 0$ is a constant)

$$
E \left[ \left\| p_{k+1} (0) - p(0) \right\|^2 \right] + \int_0^T E \left[ \left\| q_{k+1} (s) - q (s) \right\|^2 \right] ds = E \left[ \left\| p_{k+1} (T) - p(T) \right\|^2 \right] + 2E \left[ \int_0^T \left( p_{k+1} (s) - p(s) \right) \left( p(s) \frac{\partial b_{k+1}}{\partial x} (s, u_{k+1} (s), x_{k+1} (s)) - p(s) \right) \frac{\partial b (s, u(s), x(s))}{\partial x} ds \right].
$$
having control-affine dynamics and uncontrolled diffusion, of the form

\begin{align*}
\text{may be extended to finite-horizon, finite-dimensional non-linear stochastic General Optimal Control Problems (GOCP) is undertaken over stochastic controls. Specifically, in this section we investigate how results from Theorem 3.6 contribute, but they rather aim at providing insights for the future design of efficient numerical methods.}
\end{align*}

\thref{5. Extension to problems with free final time and stochastic controls.}

The conclusion finally follows from Young’s inequality and the convergence of \( (p_k)_{k \in \mathbb{N}} \).

\section{5. Extension to problems with free final time and stochastic controls}

The accumulation properties of SCP can be extended to OCPs with free final time and whereby optimization is undertaken over stochastic controls. Specifically, in this section we investigate how results from Theorem 3.6 may be extended to finite-horizon, finite-dimensional non-linear stochastic General Optimal Control Problems (GOCPP) having control-affine dynamics and uncontrolled diffusion, of the form

\begin{align*}
\min_{u, t_f} & \mathbb{E} \left[ \int_{0}^{t_f} f^0(s, u(s), x(s)) \, ds \right] \triangleq \mathbb{E} \left[ \int_{0}^{t_f} \left( G(u(s)) + H(x(s)) + L(s, u(s), x(s)) \right) \, ds \right] \\
\text{subject to:} & \begin{cases} 
\text{dx}(t) = b(t, u(t), x(t)) \, dt + \sigma(t, x(t)) \, dB_t, \quad x(0) = x^0, \quad \mathbb{E} [g(x(t_f))] = 0,
\end{cases}
\end{align*}

where the final time \( 0 \leq t_f \leq T \) may be free or not (here, \( T > 0 \) is some fixed maximal time), and we optimize over controls \( u \in \mathcal{U} \) which are either deterministic, i.e., \( \mathcal{U} = L^2([0, T]; \mathbb{R}) \), or stochastic, i.e., \( \mathcal{U} = L^2_{\mathbb{F}}([0, T] \times \Omega; \mathbb{R}^n) \), for \( \ell \geq 2 \).

By adopting the notation given in \eqref{3.1}, the stochastic Linearized General Optimal Control Problem (LGOCPP) at iteration \( k \in \mathbb{N} \) may be defined accordingly as

\begin{align*}
\min_{u, t_f} & \mathbb{E} \left[ \int_{0}^{t_f} f^0_k(s, u(s), x(s)) \, ds \right] \triangleq \mathbb{E} \left[ \int_{0}^{t_f} f^0_{u_k, x_k}(s, u(s), x(s)) \, ds \right] \\
\text{subject to:} & \begin{cases} 
\text{dx}(t) = b_{k+1}(t, u(t), x(t)) \, dt + \sigma_{k+1}(t, x(t)) \, dB_t, \quad x(0) = x^0, \\
\text{dx}(t) = b_{u_k, x_k}(t, u(t), x(t)) \, dt + \sigma_{x_k}(t, x(t)) \, dB_t, \\
\mathbb{E} [g_{k+1}(x(t_f))] \triangleq \mathbb{E} \left[ g(x_k(t_f)) + \frac{\partial g}{\partial x}(x_k(t_f))(x(t_f) - x_k(t_f)) \right] = 0, \\
\int_{0}^{T} \mathbb{E} \left[ \|x(s) - x_k(s)\|^2 \right] \, ds \leq \Delta_{k+1}, \quad |t_f - t_f^k| \leq \Delta_{k+1},
\end{cases}
\end{align*}

whose solutions are denoted by \( (t_f^{k+1}, u_{k+1}, x_{k+1}) \in [0, T] \times \mathcal{U} \times L^2_{\mathbb{F}}(\Omega; C([0, T]; \mathbb{R}^n)) \), for \( \ell \geq 2 \). In particular, trust-region constraints are now imposed on the variable \( t_f \) as well to derive convergence guarantees.

We point out that the results we present in this section are not to be considered as part of the main contribution, but they rather aim at providing insights for the future design of efficient numerical methods.
for stochastic optimal control problems which consider free final time and stochastic admissible controls. In particular, extending SCP in the presence of free final time and stochastic controls requires introducing additional assumptions which might seem demanding. We leave the investigation of the validity of this framework under sharper assumptions as a future direction of research.

5.1. Refined assumptions and extended result of convergence

The presence of the free final time hinders the well-posedness of the stochastic PMP when applied to each LGOCP\(^{k+1}\), i.e., Theorem 3.3, and in turn the validity of Theorem 3.6 in such more general setting. To overcome this issue, we need to tighten assumptions (\(A_1\))–(\(A_3\)). Specifically, although (\(A_1\)) remains unchanged, assumptions (\(A_2\))–(\(A_3\)) are replaced by the followings, respectively:

(\(A_2'\)) Mappings \(g\), \(H\), and \(L_i\), \(i = 0, \ldots, m\), either are affine-in-state or have compact supports in \(\mathbb{R}^n\) and in \([0, T] \times \mathbb{R}^n\), respectively. In the case of free final time, \(g\) is affine.

(\(A_3'\)) For every \(k \in \mathbb{N}\), LGOCP\(^{k+1}\) is feasible. In addition, in the case of free final time, for every \(k \in \mathbb{N}\), any optimal control \(u_k\) for LGOCP\(^{k}\) has continuous sample paths at the optimal final time \(t^{k+1}_f\) for LGOCP\(^{k+1}\).

Assumptions (\(A_3'\)) plays a crucial role to provide the existence of pointwise necessary conditions for optimality for the linearized problems LGOCP\(^{k}\), thus enabling classical formulations of the stochastic PMP. However, we do recognize (\(A_3'\)) might be demanding and, as future research direction, we propose to relax it by leveraging integral-type necessary conditions for optimality, which are best suited to deal with optimal control problems which show explicit discontinuous dependence on time (e.g., [15]). Unfortunately, when optimization over stochastic controls is adopted, successfully leveraging weakly converging subsequences of controls to show “weak” guarantee of success for SCP, i.e., the equivalent of Theorem 3.9, becomes more challenging, in which case only Theorem 3.6 still holds, though under appropriate modifications. We leave proving success guarantees for SCP when optimizing over stochastic controls with weaker assumptions as a future direction of research.

Extending the stochastic PMP to GOCP and LGOCP\(^{k+1}\) comes by assuming (\(A_1\)), (\(A_2'\)), and (\(A_3'\)). In particular, under those assumptions we have the following extension of Theorem 3.3 and of Theorem 3.4:

**Theorem 5.1** (Stochastic Pontryagin Maximum Principle for GOCP). Let \((t_f, u, x)\) be a locally-optimal solution to GOCP. There exist \(p \in L^2(\Omega; C([0, T]; \mathbb{R}^n))\) and a tuple \((p, p^0, q)\), where \(p \in \mathbb{R}^q\) and \(p^0 \leq 0\) are constant, and \(q = (q_1, \ldots, q_d) \in L^2(\Omega; \mathbb{R}^{n \times d})\) such that the following relations are satisfied:

1. **Non-Triviality Condition:** \((p, p^0) \neq 0\).
2. **Adjoint Equation:**
   
   \[
   dp(t) = -\frac{\partial H}{\partial x}(t, u(t), x(t), p(t), p^0, q(t)) \, dt + q(t) \, dB_t, \quad p(t_f) = \mathbb{E}\left[\frac{\partial g}{\partial x}(x(t_f))\right]^\top p \in \mathbb{R}^n.
   \]

3. **Maximality Condition:**
   
   \[
   u(t) = \arg \max_{v \in U} \mathbb{E}\left[H(t, v, x(t), p(t), p^0, q(t))\right], \text{ a.e. (deterministic controls)}
   \]
   
   \[
   u(t) = \arg \max_{v \in U} H(t, v, x(t), p(t), p^0, q(t)), \text{ a.e., a.s. (stochastic controls)}
   \]

4. **Transversality Condition:** if the final time is free
   
   \[
   \max_{v \in U} \mathbb{E}\left[H(t_f, v, x(t_f), p(t_f), p^0, q(t_f))\right] \geq 0 \text{ (deterministic controls)}
   \]
The quantity \((t_f, u, p, p^0)\) uniquely determines \(x, p,\) and \(q\) and is called extremal for GOCP (associated with the tuple \((t_f, u, x, p, p^0, q)\), or simply with \((t_f, u, x)\)). An extremal \((t_f, u, p, p^0)\) is called normal if \(p^0 \neq 0\).

**Theorem 5.2** (Weak Stochastic Pontryagin Maximum Principle for LGOCP\(_k^\Delta\)). Let \((t_f^k, u_k, x_k)\) be a locally-optimal solution to LGOCP\(_k^\Delta\). There exist \(p_k \in L^2_{\mathcal{F}}(\Omega; C([0, T]; \mathbb{R}^n))\), a tuple \((p_k^0, p_k^1)\), where \(p_k \in \mathbb{R}^q\), \(p_k^0 \leq 0\), and \(p_k^1 \in \mathbb{R}\) are constant, and \(q_k = ((q_k^1), \ldots, (q_k^d)) \in L^2_{\mathcal{F}}([0, T] \times \Omega; \mathbb{R}^{n \times d})\) such that the following relations are satisfied:

1. **Non-Triviality Condition:** \((p_k^0, p_k^1) \neq 0\).
2. **Adjoint Equation:**
   \[
   dp_k(t) = -\frac{\partial H_k}{\partial x}(t, u_k(t), x_k(t), p_k(t), p_k^0, p_k^1, q_k(t)) \, dt + q_k(t) \, dB_t, \quad p_k(t_f^k) = \mathbb{E} \left[ \frac{\partial g_k}{\partial x}(x_k(t_f^k)) \right]^\top \, p_k \in \mathbb{R}^n.
   \]
3. **Maximality Condition:**
   \[
   u_k(t) = \arg \max_{v \in U} \mathbb{E} \left[ H_k(t, v, x_k(t), p_k(t), p_k^0, p_k^1, q_k(t)) \right], \quad \text{a.e. (deterministic controls)}
   \]
   \[
   u_k(t) = \arg \max_{v \in U} H_k(t, v, x_k(t), p_k(t), p_k^0, p_k^1, q_k(t)), \quad \text{a.e. (stochastic controls)}
   \]
4. **Transversality Condition:** if the final time is free
   \[
   \max_{v \in U} \mathbb{E} \left[ H_k(t_f^k, v, x_k(t_f^k), p_k(t_f^k), p_k^0, p_k^1, q_k(t_f^k)) \right] \geq 0 \quad \text{(deterministic controls)}
   \]
   \[
   \mathbb{E} \left[ \max_{v \in U} H_k(t_f^k, v, x_k(t_f^k), p_k(t_f^k), p_k^0, p_k^1, q_k(t_f^k)) \right] \geq 0 \quad \text{(stochastic controls)}
   \]

where equalities hold in the case \(t_f^k < T\).

The quantity \((t_f^k, u_k, x_k, p_k^0, p_k^1)\) uniquely determines \(x_k, p_k,\) and \(q_k\) and is called extremal for LGOCP\(_k^\Delta\) (associated with \((t_f^k, u_k, x_k, p_k, p_k^0, p_k^1, q_k)\), or \((t_f^k, u_k, x_k)\)). An extremal \((t_f^k, u_k, p_k^0, p_k^1)\) is called normal if \(p_k^1 \neq 0\).

Extending the stochastic PMP to the new linearized problems LGOCP\(_k^\Delta\), and in particular the new transversality condition 4., additionally requires to assume \((A'_2)\) together with \((A_1)\) and \((A'_2)\). Although the proof of this result for fixed-final-time problems is well-established (see [54], Chap. 3), we could not find any published proof of Theorem 5.1 when the final time is free. Therefore, we provide its proof in Section 5.2. The proof of Theorem 5.2 is achieved similarly, thus for the sake of clarity and brevity, we avoid reporting any detail concerning the latter. Thanks to Theorem 5.1, we can extend the convergence of SCP as follows:

**Theorem 5.3** (Generalized Properties of Accumulation Points for SCP). Assume that \((A_1), (A'_2),\) and \((A'_3)\) hold and that SCP generates a sequence \((\Delta_k, t_f^k, u_k, x_k)_{k \in \mathbb{N}}\) such that \((\Delta_k)_{k \in \mathbb{N}} \subseteq \mathbb{R}_+ \setminus \{0\}\) converges to zero, and for every \(k \geq 1\), the tuple \((t_f^k, u_k, x_k)\) locally solves LGOCP\(_k^\Delta\). For every \(k \geq 1\), letting \((t_f^k, u_k, p_k^0, p_k^1)\) be an extremal associated with \((t_f^k, u_k, x_k)\) for LGOCP\(_k^\Delta\) (whose existence is ensured by Theorem 5.2), assume the following Accumulation Condition holds:

\[
\mathbb{E} \left[ \max_{v \in U} H(t_f, v, x(t_f), p(t_f), p^0, q(t_f)) \right] \geq 0 \quad \text{(stochastic controls)}
\]
Up to some subsequence, \((t^k, u_k, p_k, p^0_k, p^1_k)\) converges to some \((u, p, p^0, p^1)\) \(\in L^2([0, T]; \mathbb{R}^m) \times \mathbb{R}^{q+2}\) for the strong topology of \(L^2_F([0, T] \times \Omega; \mathbb{R}^m) \times \mathbb{R}^{q+2}\).

If \((p, p^0) \neq 0\), then \((t^k, u, p, p^0)\) is an extremal for OCP associated with \((t^k, u, x_u)\).

The guarantees offered by Theorem 5.3 read similarly to what we have explained in Section 3.3. One sees that the computations provided in Section 4.2 for the proof of Theorem 3.6 straightforwardly generalize as soon as weak convergence of controls in \(L^2((0, T]; \mathbb{R}^m)\) is replaced with strong convergence of controls in \(L^2_F([0, T] \times \Omega; \mathbb{R}^m)\) (actually, the proofs become even simpler), and may be endorsed to prove Theorem 5.3, provided that we are capable to extend the proof of Theorems 3.3 and 3.4 in the case of free final time and stochastic controls. Therefore, to conclude, in the next section we develop the necessary technical details which enable proving Theorems 5.1 and 5.2 through the machinery developed in Section 4.2. Specifically, since the proofs of Theorems 5.1 and 5.2 are similar, for the sake of clarity and brevity we only provide details for the proof of Theorem 5.1.

5.2. Proof of the extension for the stochastic Pontryagin Maximum Principle

Before getting started, we need to introduce the notion of a Lebesgue point for a stochastic control \(u \in L^2_F([0, T] \times \Omega; \mathbb{R}^m)\). For this, we adopt the theory of Bochner integrals, showing that \(L^2_F([0, T] \times \Omega; \mathbb{R}^m) \subseteq L^2([0, T]; L^2_F(\Omega; \mathbb{R}^m))\), where the latter is the space of Bochner integrable mappings \(u : [0, T] \to L^2_F(\Omega; \mathbb{R}^m)\). Let \(u \in L^2_F([0, T] \times \Omega; \mathbb{R}^m)\). First of all, by definition we see that for almost every \(t \in [0, T]\), it holds that \(\mathbb{E} \left[ \|u(t)\|^2 \right] < \infty\), and thus this control is well-defined as a mapping \(u : [0, T] \to L^2_F(\Omega; \mathbb{R}^m)\). Since \(\Omega\) is second-countable, \(L^2_F(\Omega; \mathbb{R}^m)\) is separable, and therefore the claim follows from the Pettis measurability theorem once we prove that \(u : [0, T] \to L^2_F(\Omega; \mathbb{R}^m)\) is strongly measurable with respect to the Lebesgue measure of \([0, T]\). For this, it is sufficient to show that for every \(A \in \mathcal{B}([0, T]) \otimes \mathcal{G}\) and \(\alpha \in L^2_F(\Omega; \mathbb{R}^m)\), the mapping \(t \mapsto \mathbb{E} [\mathbb{1}_A(t, \omega) \alpha(\omega)]\) is Lebesgue measurable. By fixing \(\alpha \in L^2_F(\Omega; \mathbb{R}^m)\), this can be achieved by proving that the family \(\{A \in \mathcal{B}([0, T]) \otimes \mathcal{G} : t \mapsto \mathbb{E} [\mathbb{1}_A(t, \omega) \alpha(\omega)]\) is Lebesgue measurable\} is a monotone class and then using standard monotone class arguments (the details are left to the reader). At this step, the Lebesgue differentiation theorem provides that for almost every \(t \in [0, T]\), the following relations hold:

\[
\lim_{\eta \to 0} \frac{1}{\eta} \int_t^{t+\eta} \mathbb{E} \left[ \|u(s) - u(t)\| \right] \, ds = 0, \quad \lim_{\eta \to 0} \frac{1}{\eta} \int_t^{t+\eta} \mathbb{E} \left[ \|u(s) - u(t)\|^2 \right] \, ds = 0.
\]

Such a time \(t \in [0, T]\) is called Lebesgue point for the control \(u \in L^2_F([0, T] \times \Omega; \mathbb{R}^m)\).

5.2.1. Modified needle-like variations and end-point mapping

We may extend the concept of needle-like variations and of end-point mapping previously introduced in Section 4.1.2 to the setting of free final time and of stochastic controls as follows.

Given an integer \(j \in \mathbb{N}\), fix \(j\) times \(0 < t_1 < \cdots < t_j < t_f\) which are Lebesgue points for \(u\), and fix \(j\) random variables \(u_1, \ldots, u_j\) such that \(u_i \in L^2_F(\Omega; U)\). For fixed scalars \(0 \leq \eta_i < t_{i+1} - t_i, i = 1, \ldots, j - 1\), and \(0 \leq \eta_j < t_f - t_j\), the needle-like variation \(\pi = \{t_i, \eta_i, u_i\}_{i=1}^{\ldots,j}\) of the control \(u\) is defined to be the admissible control \(u_{\pi}(t) = u_i\) if \(t \in [t_i, t_i + \eta_i]\) and \(u_{\pi}(t) = u(t)\) otherwise. Denote by \(\tilde{x}_v\) the solution related to an admissible control \(v\) of the augmented system

\[
\begin{align*}
\begin{cases}
    dx(t) = b(t, v(t), x(t)) \, dt + \sigma(t, x(t)) \, dB_t, & x(0) = x^0 \\
    dx^{n+1}(t) = f^0(t, v(t), x(t)) \, dt, & x^{n+1}(0) = 0
\end{cases}
\end{align*}
\]

\[\begin{cases}
    dx(t) = b(t, v(t), x(t)) \, dt + \sigma(t, x(t)) \, dB_t, & x(0) = x^0 \\
    dx(t) = f^0(t, v(t), x(t)) \, dt, & x(0) = x^0
\end{cases}\]
and define the mapping \( \tilde{g} : \mathbb{R}^{n+1} \to \mathbb{R}^{q+1} : \tilde{x} \mapsto (g(x), x^{n+1}) \). For every fixed time \( t \in (t_j, t_f] \), by denoting \( \delta_t \triangleq \min\{t_{i+1} - t_i, t - t_j, T - t : i = 1, \ldots, j - 1\} > 0 \), the end-point mapping at time \( t \) is defined to be

\[
F^j_t : C^j_t \triangleq B^j_{\delta_t}(0) \cap (\mathbb{R} \times \mathbb{R}^j) \to \mathbb{R}^{q+1}
\]

\[
(\delta, \eta_1, \ldots, \eta_j) \mapsto E[\tilde{g}(\tilde{x}_{u_\delta}(t + \delta))] - E[\tilde{g}(\tilde{x}_u(t))]
\]

where \( B^j_{\delta_t} \) is the open ball in \( \mathbb{R}^{j+1} \) of radius \( \rho > 0 \). Variations on the variable \( \delta \) are necessary only if free-final-time problems are considered, in which case \( (A'') \), and in particular the fact that \( g \) is an affine function, play a crucial role for computations. Due to Lemma 2.1 (and to \( (A') \) in the case of free-final-time problems), it is not difficult to see that \( F^j_t \) is Lipschitz (see also the argument developed to prove Lem. 5.4). In addition, this mapping may be Gateaux differentiated at zero along admissible directions of the cone \( C^j_t \). For this, denote \( \tilde{b} = (b^\top, f^0)^\top \), \( \tilde{\sigma} = (\sigma^\top, 0)^\top \) and let \( z_{t_i, u_i} \) be the unique solution to (4.1) with \( \xi_{t_i} = \tilde{b}(t_i, u_i, x(t_i)) - \tilde{b}(t_i, u(t_i), x(t_i)) \).

**Lemma 5.4** (Generalized stochastic needle-like variation formula). Let \( (\delta, \eta_1, \ldots, \eta_j) \in C^j_t \) and assume \( (A_2) \) holds (in particular, \( \tilde{g} \) is an affine function when \( \delta \neq 0 \)). If \( t > t_j \) is a Lebesgue point for \( u \), then it holds that

\[
\left\| E\left[ \tilde{g}(\tilde{x}_{u_\delta}(t + \delta)) - \tilde{g}(\tilde{x}_u(t)) - \delta \frac{\partial \tilde{g}}{\partial \bar{x}}(\tilde{x}_u(t))\bar{b}(t, u(t), x(t)) - \sum_{i=1}^j \eta_i \frac{\partial \tilde{g}}{\partial \bar{x}}(\tilde{x}_u(t))z_{t_i, u_i}(t) \right] \right\| = o \left( \delta + \sum_{i=1}^j \eta_i \right).
\]

As for Lemma 4.2, we provide an extensive proof of Lemma 5.4 in the appendix.

### 5.2.2. Variational inequalities and conclusion

Similarly to what we have argued in Section 5.2.2, the main step in the proof of the stochastic PMP with free final time and stochastic control goes by contradiction, leveraging Lemma 5.4. For this, from now on we assume that when free, the final time is a Lebesgue point for the optimal control. Otherwise, one may proceed by mimicking the argument developed in Section 7.3 of [23].

Assume that \( (A_1) \) and \( (A_2) \) hold. For every \( j \in \mathbb{N} \), define the linear mapping

\[
d F^j_t (\delta, \eta) = \delta E \left[ \frac{\partial \tilde{g}}{\partial \bar{x}}(\tilde{x}_u(t_f))\bar{b}(t_f, u(t_f), x(t_f)) \right] + \sum_{i=1}^j \eta_i E \left[ \frac{\partial \tilde{g}}{\partial \bar{x}}(\tilde{x}_u(t_f))z_{t_i, u_i}(t_f) \right],
\]

which due to Lemma 5.4, satisfies

\[
\lim_{\alpha \to 0, \alpha \to 0} \frac{F^j_t (\alpha(\delta, \eta))}{\alpha} = d F^j_t (\delta, \eta),
\]

for every \( (\delta, \eta) \in \mathbb{R} \times \mathbb{R}^j \). Finally, consider the closed, convex cone of \( \mathbb{R}^{q+1} \) given by

\[
K \triangleq Cl \left( \text{Cone} \left\{ E \left[ \frac{\partial \tilde{g}}{\partial \bar{x}}(\tilde{x}_u(t_f))z_{t_i, u_i}(t_f) \right], \pm E \left[ \frac{\partial \tilde{g}}{\partial \bar{x}}(\tilde{x}_u(t_f))\bar{b}(t_f, u(t_f), x(t_f)) \right] \right\} \right)
\]

for \( u_i \in U \) and \( t_i \in (0, t_f) \) is Lebesgue for \( u \).

If \( K = \mathbb{R}^{q+1} \), it would hold \( d F^j_t (\mathbb{R} \times \mathbb{R}^j) = K = \mathbb{R}^{q+1} \), and by Lemma 12.1 of [1], one would find that the origin is an interior point of \( F^j_t (C^j_t) \). This would imply that \((t_f, u, x)\) is not optimal for OCP, a contradiction.
The argument above (together with an application of the separation plane theorem) provides the existence of a non-zero vector denoted $\tilde{p} = (p^T, p^0) \in \mathbb{R}^{q+1}$ such that the following variational inequalities hold

$$\begin{align*}
\tilde{p}^T E \left[ \frac{\partial \tilde{g}}{\partial x}(\bar{x}_u(t_f)) \tilde{b}(t_f, u(t_f), x_u(t_f)) \right] = 0 \\
\tilde{p}^T E \left[ \frac{\partial \tilde{g}}{\partial z}(\bar{x}_u(t_f)) \tilde{z}_{r, v}(t_f) \right] \leq 0, \quad r \in [0, t_f] \text{ is Lebesgue for } u, \ v \in L_{x,z}^2(\Omega; U).
\end{align*}$$

(5.1)

In the case of deterministic controls, the random variables $v \in L_{x,z}^2(\Omega; U)$ in (5.1) are replaced by deterministic vectors $v \in U$. Moreover, when $t_f = T$, only negative variations on the final time are allowed. Hence in this case, the first equality of (5.1) actually becomes a greater-or-equal-to-zero inequality (see also [23], Chap. 7).

The rest of the proof remains unchanged, i.e., it follows the argument of Section 4.1.4 verbatim, and the proof of Theorem 5.3 may be readily inferred by the computations of Section 4.2.

6. An Example Numerical Scheme

Although the procedure detailed previously provides methodological steps to tackle OCP through successive linearizations, numerically solving LCPs that depend on stochastic coefficients still remains a challenge. In this last section, under appropriate assumptions we propose an approximate, though very practical, numerical scheme to effectively solve each subproblem LOCP$^k_\Delta$. We stress the fact that our main goal is not the development of an ultimate algorithm, but rather consists of demonstrating how one may leverage the theoretical insights provided by Theorem 3.6 to design efficient strategies to practically solve OCP.

6.1. A simplified context

The proposed approach relies on a specific shape of the cost and the dynamics of OCP. Specifically, we consider OCPs with deterministic admissible controls $u \in U = L^2([0, T]; U)$ (over a fixed time horizon $[0, T]$) only and whose cost functions $f^0$ are such that $H = 0$. Moreover, we assume the state variable is given by two components $(x, z) \in \mathbb{R}^{n_x+n_z}$, for $n_x, n_z \in \mathbb{N}$, satisfying the following system of forward stochastic differential equations ($b^x$ and $b^z$ are accordingly defined as in (2.1))

$$\begin{align*}
\dot{x}(t) &= b^x(t, u(t), x(t), z(t)) \, dt + \sigma(t, z(t)) \, dB_t, \quad x(0) = x^0 \\
\dot{z}(t) &= b^z(t, u(t), z(t)) \, dt, \quad z(0) = z^0 \in \mathbb{R}^{n_z}.
\end{align*}$$

(6.1)

In particular, any $\mathcal{F}$-adapted process $(x, z)$ solution to (6.1) with continuous sample paths for a given control $u \in U$ is such that $z$ is deterministic. For the sake of clarity and to avoid cumbersome notation, from now on we assume $g = 0$ and that $b^z$ does not explicitly depend on $z$. This is clearly done without loss of generality.

6.2. The proposed approach

With the assumptions adopted previously, we see that the diffusion in the dynamics of OCP is now forced to be deterministic. This fact is at the root of our method, which mimics the procedure proposed in [4]. Specifically, we transcribe every stochastic subproblem LOCP$^k_\Delta$ into a deterministic and convex optimal control problem, whereby the variables are the mean and the covariance of the solution $x_k$ to LOCP$^k_\Delta$. The main advantage in doing so is that deterministic reformulations of the subproblems LOCP$^k_\Delta$ can be efficiently solved via off-the-shelf convex solvers. Unlike [4], here we rely on some upstream information for the design of this numerical scheme which is entailed by Theorem 3.6 as follows.

By recalling the notation introduced in the previous sections, we denote $\mu(t) \triangleq E[x(t)], \Sigma(t) \triangleq E[(x(t) - \mu(t))(x(t) - \mu(t))^T],$ and for $k \in \mathbb{N}, \mu_k(t) \triangleq E[x_k(t)]$ and $\Sigma_k(t) \triangleq E[(x_k(t) - \mu_k(t))(x_k(t) - \mu_k(t))^T]$. Heuristically,
assuming that solutions to LOCP have small variance, i.e., \( \| \Sigma_k \|_{L^2} \ll 1 \), one can compute the linearization of \( b^x, b^z, \sigma, \) and \( L \) at \( \mu_k \) rather than at \( x_k \). In doing so, for the cost of \( \text{LOCP}_{k+1}^\Delta \) we obtain the following approximation (the notation goes accordingly as in (3.1))

\[
\mathbb{E} \left[ \int_0^T f_{k+1}^0(s, u(s), x(s), z(s)) \, ds \right] \approx \int_0^T f_{w_k, \mu_k}^0(s, u(s), \mu(s), z(s)) \, ds,
\]

whereas for the dynamics of \( \text{LOCP}_{k+1}^\Delta \) (the notation goes accordingly as in (2.2))

\[
\begin{align*}
\frac{dx(t)}{dt} & \approx b_{u_k, \mu_k}^x(t, u(t), x(t)) + \sigma_{z_k}(t, z(t)) \, dB_t \\
& \quad + \left( A_{k+1}(t)x(t) + B_{k+1}(t, u(t)) \right) dt + \mathcal{C}_{k+1}(t, z(t)) \, dB_t \\
\frac{dz(t)}{dt} & \approx b_{u_k, z_k}^z(t, u(t), z(t)) dt = \left( \mathcal{D}_{k+1}(t)z(t) + \mathcal{E}_{k+1}(t, u(t)) \right) dt
\end{align*}
\]

where \( A_{k+1}(t) \in \mathbb{R}^{n_x \times n_x}, B_{k+1}(t, u) \in \mathbb{R}^{n_x}, C_{k+1}(t, z) \in \mathbb{R}^{n_z}, D_{k+1}(t) \in \mathbb{R}^{n_z \times n_x}, \) and \( \mathcal{E}_{k+1}(t, u) \in \mathbb{R}^{n_z} \) are deterministic and with \( C_{k+1}(t, z) \) affine in \( z \). Accordingly, by introducing \( \mu^{\epsilon_k}(t) \triangleq \mu(t) - \mu_k(t) \) and \( \Sigma^{\epsilon_k}(t) \triangleq \mathbb{E}[(x(t) - x_k(t) - \mu(t) + \mu_k(t))(x(t) - x_k(t) - \mu(t) + \mu_k(t))^\top] \), slightly tighter trust-region constraints are

\[
\int_0^T \text{tr} \Sigma^{\epsilon_k}(t) \, dt + \int_0^T \| \mu^{\epsilon_k}(t) \|^2 \, dt \leq \Delta_{k+1}, \quad |t_{f+1}^k - t_f^k| \leq \Delta_{k+1}.
\]

At this point, as all coefficients are deterministic, solutions to (6.3) are Gaussian processes whose dynamics take the form (see, e.g., [38])

\[
\begin{align*}
\dot{\mu}(t) &= A_{k+1}(t) \mu(t) + B_{k+1}(t, u(t)), \quad \dot{\Sigma}(t) = \mathcal{D}_{k+1}(t) \Sigma(t) + \mathcal{E}_{k+1}(t, u(t)) \\
\dot{\Sigma}(t) &= A_{k+1}(t) \Sigma(t) + \Sigma(t)A_{k+1}(t)^\top + C_{k+1}(t, z(t))C_{k+1}(t, z(t))^\top.
\end{align*}
\]

The system above is not linear because of \( C_{k+1}(t, z(t))C_{k+1}(t, z(t))^\top \). Neverthless, we may call upon the convergences of Theorem 3.6, and in particular the convergence of the sequence \( (z_k)_{k \in \mathbb{N}} \) to some deterministic curve \( z \), to replace (6.5) with

\[
\begin{align*}
\dot{\mu}(t) &= A_{k+1}(t) \mu(t) + B_{k+1}(t, u(t)), \quad \dot{\Sigma}(t) = \mathcal{D}_{k+1}(t) \Sigma(t) + \mathcal{E}_{k+1}(t, u(t)) \\
\dot{\Sigma}(t) &= A_{k+1}(t) \Sigma(t) + \Sigma(t)A_{k+1}(t)^\top + C_{k+1}(t, z(t))C_{k+1}(t, z(t))^\top.
\end{align*}
\]

In conclusion, we may heuristically replace every \( \text{LOCP}_{k+1}^\Delta \) with the deterministic convex optimal control problem whose dynamics are (6.6), whose trust-region constraints are (6.4), whose variables are \( \mu \) and \( \Sigma \) (and additionally \( \mu^{\epsilon_k} \) and \( \Sigma^{\epsilon_k} \)), and whose cost consists of replacing (6.2) with

\[
\int_0^T \left( f_{w_k, \mu_k}^0(s, u(s), \mu(s), z(s)) + \text{tr} \Sigma(t) \right) \, ds
\]

to force solutions to have small variances, which in turn justifies the whole approach.
6.3. Uncertain car trajectory planning problem

We now provide numerical experiments. We consider the problem of planning the trajectory of a car whose state and control inputs are \( x = (r_x, r_y, \theta, v, \omega) \) and \( u = (a_v, a_\omega) \) and whose dynamics are

\[
 b(t, x, u) = (v \cos(\theta), v \sin(\theta), \omega, a_v, a_\omega), \quad \sigma(t, x) = \text{diag}([\alpha^2 \omega v, \alpha^2 \omega v, \beta^2 \omega v, 0, 0]),
\]

where \( \alpha^2 = 0.1 \) and \( \beta^2 = 0.01 \) quantify the effect of slip. The evolution of \( (v, \omega) \) is deterministic: given actuator commands, the change in velocity is known exactly, but uncertainty in positional variables persists. This model is motivated by driving applications where the vehicle may drift during tight turns and suffer from important positional uncertainty, but limits its acceleration to avoid wheel slip. By defining \( z = (v, \omega) \), this problem setting matches the one presented in the previous section. We consider minimizing control effort \( G(u(s)) = \|u(s)\|^2 \).

The initial state \( x(0) \) is fixed, and the final state constraint consists of reaching the goal \( x_f \) in expectation such that \( g(x(t_f)) = x(t_f) - x_f \). Further, we consider cylindrical obstacles of radius \( \delta_o > 0 \) centered at \( r_o \in \mathbb{R}^2 \) for which we define the potential function \( c_o : \mathbb{R}^n \rightarrow \mathbb{R} \) as \( c_o(x) = \|r - r_o\|^2 - (\delta_o + \varepsilon)^2 \) if \( \|r - r_o\| < (\delta_o + \varepsilon) \) and 0 otherwise, where \( r = [r_x, r_y] \subset x \) and \( \varepsilon = 0.1 \) is an additional clearance. We penalize obstacle avoidance constraint violation directly within the cost, defining \( L(s, x(s), u(s)) = L_0(s, x(s)) = \lambda c_o(x(s)) \), with \( \lambda = 500 \) (note that \( H = 0 \) in this setting, following Sect. 6.1).

6.4. Results

We set \( x(0) = [0, \ldots, 0] \), \( x_f = [2.2, 3, 0, 0, 0] \), and \( t_f = 5 \) s, and we set up four obstacles. We discretize (6.6) using a forward Euler scheme with \( N = 41 \) discretization nodes, set \( \Delta_0 = 100 \), set \( \Delta_{k+1} = 0.99 \Delta_k \) at each SCP iteration, and use IPOPT to solve each convexified problem. We check convergence of SCP by verifying that \( \int_0^{t_f} \|u_{k+1} - u_k\|^2(s) + \|u_k - u_{k-1}\|^2(s) \, ds \leq 10^{-3} \). Although our method is initialized with an unfeasible straight-line initial trajectory, SCP converges in 10 iterations, with a trajectory avoiding the obstacles in expectation. Indeed, after evaluating \( 10^4 \) sample paths of the system, only 6.14% of the trajectories intersect with obstacles. We also verify that \( p^0 \neq 0 \) at every SCP iteration, and at convergence, so that \( (p, p^0) \neq 0 \). Thus, Theorems 3.6 and 3.9 apply and the solution generated by SCP is an extremal for OCP. We visualize our results in Figure 1 and release our implementation at https://github.com/StanfordASL/stochasticSCP.
7. Conclusion and perspectives

In this paper we introduced and analyzed convergence properties for sequential convex programming for non-linear stochastic optimal control, from which we derived a practical numerical framework to solve non-linear stochastic optimal control problems.

Future work may consider extending this analysis to tackle more general problem formulations, e.g., risk measures as costs and state (chance) constraints. In this context, some preliminary results using SCP only exist for discrete time problem formulations [34]. However, tackling continuous time formulations will require more sophisticated necessary conditions for optimality. In addition, we plan to better investigate the setting of free final time and stochastic admissible controls, thus devising sharper assumptions and improving the convergence result. Finally, we plan to further leverage our theoretical insights to design new and more efficient numerical schemes for non-linear stochastic optimal control.

Appendix A

A.1 Proof of Lemma 2.1

Proof of Lemma 2.1: For the sake of clarity in the notation, we only consider the case for which \( d = 1 \), the case with multivariate Brownian motion being similar.

Let us start with the first inequality. For this, by denoting \( x = x_{u,v,y} \), for every \( t \in [0,T] \) we compute (below, \( C \geq 0 \) is an appropriate constant)

\[
\begin{align*}
\mathbb{E} \left[ \sup_{s \in [0,t]} \| x(s) \| \right] & \leq C \mathbb{E} \left[ \| x^0 \| \right] + CE \left[ \sup_{r \in [0,t]} \left\| \int_0^r \sigma(s,y(s)) \, dB_s \right\| \right] \\
& + CE \left[ \sup_{r \in [0,t]} \left\| \int_0^r \left( b_0(s,y(s)) + \sum_{i=1}^m u_i(s)b_i(s,y(s)) \right) \, ds \right\| \right] \\
& + CE \left[ \sup_{r \in [0,t]} \left\| \int_0^r \left( \partial b_0 / \partial x(s,y(s)) + \sum_{i=1}^m v^i(s) \partial b_i / \partial x(s,y(s)) \right) (x(s) - y(s)) \, ds \right\| \right] \\
& + CE \left[ \sup_{r \in [0,t]} \left\| \int_0^r \frac{\partial \sigma}{\partial x}(s,y(s))(x(s) - y(s)) \, dB_s \right\| \right].
\end{align*}
\]

For the last term, by denoting \( S_{y,\sigma} = \left\{ (s,\omega) \in [0,T] \times \Omega : (s,y(s,\omega)) \in \text{supp} \sigma \right\} \), Burkholder–Davis–Gundy, Hölder, and Young inequalities give

\[
\begin{align*}
\mathbb{E} \left[ \sup_{r \in [0,t]} \left\| \int_0^r \frac{\partial \sigma}{\partial x}(s,y(s))(x(s) - y(s)) \, dB_s \right\| \right]^p & \leq C \left( \int_0^t \mathbb{E} \left[ \sup_{s \in [0,r]} \| x(r) \| \right]^p \, ds + \int_{S_{y,\sigma}} \left\| \frac{\partial \sigma}{\partial x}(s,y(s)) \right\|^p \| y(s) \|^p \, d(s \times P) \right) \\
& \leq C \left( 1 + \int_0^t \mathbb{E} \left[ \sup_{s \in [0,r]} \| x(r) \| \right]^p \, ds \right).
\end{align*}
\]

Similar computations apply to the other terms and when considering solutions to (2.1). Therefore, we conclude from a routine Grönwall inequality argument.
Let us prove the second inequality of the lemma. For \( t \in [0, T] \), we compute

\[
\mathbb{E} \left[ \sup_{s \in [0, t]} \| x_{u_1}(s) - x_{u_2}(s) \| \right] \leq C \mathbb{E} \left[ \sup_{s \in [0, t]} \left\| \int_0^r \left( b_0(s, x_{u_1}(s)) - b_0(s, x_{u_2}(s)) \right) \, ds \right\| \right]
+ C \sum_{i=1}^m \mathbb{E} \left[ \sup_{s \in [0, t]} \left\| \int_0^r \left( u_1^i(s)b_i(s, x_{u_1}(s)) - u_2^i(s)b_i(s, x_{u_2}(s)) \right) \, ds \right\| \right]
+ C \mathbb{E} \left[ \sup_{s \in [0, t]} \left\| \int_0^r \left( \sigma(s, x_{u_1}(s)) - \sigma(s, x_{u_2}(s)) \right) \, dB_s \right\| \right].
\]

For the second term on the right-hand side, for \( i = 1, \ldots, m \) Hölder inequality gives

\[
\mathbb{E} \left[ \sup_{s \in [0, t]} \left\| \int_0^r \left( u_1^i(s)b_i(s, x_{u_1}(s)) - u_2^i(s)b_i(s, x_{u_2}(s)) \right) \, ds \right\| \right]
\leq C \left( \int_0^t \mathbb{E} \left[ \sup_{r \in [0, s]} \| x_{u_1}(r) - x_{u_2}(r) \| \right] \, ds + \mathbb{E} \left[ \left( \int_0^T \| u_{1}(s) - u_{2}(s) \| \, ds \right)^p \right] \right),
\]

and similar computations hold for the remaining terms and when considering solutions to (2.1). Again, we conclude by a Grönwall inequality argument. 

**A.2 Proof of Lemma 4.2 and of Lemma 5.4**

The proof of Lemma 4.2 immediately follows from the following preliminary result.

**Lemma A.1** (Stochastic needle-like variation formula - no free final time). Let \( (\eta_1, \ldots, \eta_j) \in \text{Pr}_{R^j}(C_t^j) \) (in particular, no \( A'_2 \) or any assumption on \( t > t_j \) are required). For \( \varepsilon \in [0, t - t_j] \), uniformly for \( \delta \in [-\varepsilon, T - t] \),

\[
\mathbb{E} \left[ \left( \frac{2}{3} \varepsilon \sum_{i=1}^j \eta_i \frac{\partial \tilde{g}}{\partial \tilde{x}}(x, t + \delta) \dot{z}_{t, u_1}(t + \delta) \right)^2 \right] = o\left( \sum_{i=1}^j \eta_i \right).
\]

**Proof.** We only consider the case \( j = 1 \), being the most general case \( j > 1 \) done by adopting a classical induction argument (see, e.g., [1]). We only need to prove that

\[
\mathbb{E} \left[ \left\| \tilde{x}_{u_1}(t + \delta) - \tilde{x}(t + \delta) - \eta_1 \zeta_{t, u_1}(t + \delta) \right\|^2 \right] = o(\eta_1^2)
\]  

(A.1)

uniformly for every \( \delta \in [-\varepsilon, T - t] \). For this, first we remark that \( \tilde{x}_{u_1}(t) = \tilde{x}_u(t) \) for \( t \in [0, t_1] \). Since \( t \in (t_j, t_f] \) and \( \varepsilon \geq 0 \) are fixed and we take the limit \( \eta_1 \to 0 \), we may assume that \( \eta_1 + t_1 < t - \varepsilon \). Therefore, without loss of generality, we replace \( t + \delta \) with \( t \), assuming \( t \geq t_1 + \eta_1 \) uniformly. We have (below, \( C \geq 0 \) denotes a constant)

\[
\mathbb{E} \left[ \left\| \tilde{x}_{u_1}(t) - \tilde{x}_u(t) - \eta_1 \zeta_{t, u_1}(t) \right\|^2 \right] \leq C \mathbb{E} \left[ \left\| \int_{t_1}^{t_1 + \eta_1} \eta_1 A(s) \zeta_{t, u_1}(s) \, ds \right\|^2 \right]
+ C \mathbb{E} \left[ \left\| \int_{t_1 + \eta_1}^t \left( b(s, u_x(s), x_{u_1}(s)) - \tilde{b}(s, u(s), x_u(s)) - \eta_1 A(s) \zeta_{t, u_1}(s) \right) \, ds \right\|^2 \right]
+ C \mathbb{E} \left[ \left\| \int_0^t \tilde{g}(s, x_{u_1}(s)) - \tilde{g}(s, x_u(s)) - \eta_1 D(s) \zeta_{t, u_1}(s) \, dB_s \right\|^2 \right].
\]
Let us analyze those integrals separately. Starting with the last one, we have

\[
\E \left[ \left\| \int_{t_1}^{t_1 + \eta_1} \left( \tilde{b}(s, u_1(s), x_u(s)) - \tilde{b}(s, u(s), x_u(s)) \right) ds - \eta_1 z_{t_1, u_1}(t_1) \right\|^2 \right] 
\leq C \E \left[ \left\| \int_{t_1}^{t_1 + \eta_1} \left( \tilde{b}(s, u_1(s), x_u(s)) - \tilde{b}(s, u_1(s), x_u(s)) \right) ds \right\|^2 \right]
+ C \E \left[ \left\| \int_{t_1}^{t_1 + \eta_1} \left( \tilde{b}(s, u_1(s), x_u(s)) - \tilde{b}(s, u(s), x_u(s)) \right) ds - \eta_1 z_{t_1, u_1}(t_1) \right\|^2 \right].
\]

Lemma 2.1 immediately gives that the first term on the right-hand side is \( o(\eta_1^2) \). In addition, from Hölder inequality, it follows that

\[
\frac{1}{\eta_1} \E \left[ \left\| \int_{t_1}^{t_1 + \eta_1} \left( \tilde{b}(s, u_1(s), x_u(s)) - \tilde{b}(s, u(s), x_u(s)) \right) ds - \eta_1 z_{t_1, u_1}(t_1) \right\|^2 \right]
\leq C \int_{t_1}^{t_1 + \eta_1} \E \left[ \left\| \tilde{b}(s, u_1(s), x_u(s)) - \tilde{b}(t_1, u_1(s), x_u(s)) \right\|^2 \right] ds
+ C \eta_1 \int_{t_1}^{t_1 + \eta_1} \E \left[ \left\| \tilde{b}(s, u(s), x_u(s)) - \tilde{b}(t_1, u(t_1), x_u(t_1)) \right\|^2 \right] ds.
\]

Since \( t_1 \) is a Lebesgue point for \( u \), the two terms above go to zero as \( \eta_1 \to 0 \). Next, by the Burkholder–Davis–Gundy inequality and a Taylor development, we have

\[
\E \left[ \left\| \int_0^t \mathbb{1}_{(t_1, T]}(s) \left( \tilde{\sigma}(s, x_u(s)) - \tilde{\sigma}(s, x_u(s)) - \eta_1 D(s)z_{t_1, u_1}(s) \right) dB_s \right\|^2 \right]
\leq C \int_{t_1}^t \E \left[ \left\| D(s) (\tilde{x}_{u_1}(s) - \tilde{x}_u(s)) - \eta_1 z_{t_1, u_1}(s) \right\|^2 \right] ds
+ C \int_{t_1}^t \int_0^1 \theta \frac{\partial^2 \tilde{\sigma}}{\partial \theta^2} (s, \theta \tilde{x}_u(s) + (1 - \theta)(\tilde{x}_{u_1} - \tilde{x}_u)(s) (\tilde{x}_{u_1} - \tilde{x}_u)^2(s) d\theta \right\|^2 \right] ds
= C \int_{t_1}^t \E \left[ \left\| \tilde{x}_{u_1}(s) - \tilde{x}_u(s) - \eta_1 z_{t_1, u_1}(s) \right\|^2 \right] ds + o(\eta_1^2),
\]

from Lemma 2.1. Similar estimates hold for the remaining terms in the first inequality of the proof. Summarizing, there exists a constant \( C \geq 0 \) such that

\[
\E \left[ \left\| \tilde{x}_{u_1}(t) - \tilde{x}_u(t) - \eta_1 z_{t_1, u_1}(t) \right\|^2 \right] \leq o(\eta_1^2) + C \int_{t_1}^t \E \left[ \left\| \tilde{x}_{u_1}(s) - \tilde{x}_u(s) - \eta_1 z_{t_1, u_1}(s) \right\|^2 \right] ds
\]
and the conclusion follows from a routine Grönwall inequality argument. \( \Box \)

Proof of Lemma 5.4. We may assume \( \delta \neq 0 \) and \((A_0')\). Hence, \( \tilde{g} \) is an affine function, and in the rest of this proof we denote \( \tilde{g}(\tilde{x}) = M \tilde{x} + d \), where \( M \in \mathbb{R}^{(q+1) \times (n+1)} \) and \( d \in \mathbb{R}^{q+1} \).
Developing, we have
\[
\| \mathbb{E}\left[ \tilde{g}(\tilde{x}_{u}(t+\delta)) - \tilde{g}(\tilde{x}_{u}(t)) - \delta M\tilde{b}(t, u(t), x_{u}(t)) \right] \| \\
\leq \| \mathbb{E}\left[ \tilde{g}(\tilde{x}_{u}(t+\delta)) - \tilde{g}(\tilde{x}_{u}(t)) - \delta M\tilde{b}(t, u(t), x_{u}(t)) \right] \| \\
+ \| \mathbb{E}\left[ \tilde{g}(\tilde{x}_{u}(t+\delta)) - \tilde{g}(\tilde{x}_{u}(t)) - \sum_{i=1}^{j} \eta_i A\tilde{z}_{t_i, u_i}(t) \right] \| + \| \sum_{i=1}^{j} \eta_i M \| \mathbb{E}\left[ z_{t_i, u_i}(t+\delta) - z_{t_i, u_i}(t) \right].
\]

From Lemma A.1, the second term on the right-hand side is \( o\left( \sum_{i=1}^{j} \eta_i \right) \). For the last summand, from the property of the stochastic integral, we have
\[
\left\| \mathbb{E}\left[ z_{t_i, u_i}(t+\delta) - z_{t_i, u_i}(t) \right] \right\| \leq \left\| \mathbb{E}\left[ \int_{t}^{t+\delta} A(s)z_{t_i, u_i}(s) \, ds \right] \right\| \\
+ \left\| \mathbb{E}\left[ \int_{0}^{t+\delta} \mathbb{1}_{[t,T]}(s)D(s)z_{t_i, u_i}(s) \, dB_s \right] \right\| \leq C\mathbb{E}\left[ \sup_{s\in[0,T]} \left\| z_{t_i, u_i}(s) \right\| \right] \delta,
\]
where the last term is \( o\left( \delta + \sum_{i=1}^{j} \eta_i \right) \). It is worth pointing out the importance for \( g \) being affine to provide the last claim. Finally, for the remaining term, we apply Itô formula to each coordinate \( h = 1, \ldots, q + 1 \), obtaining
\[
\left[ \tilde{g}(\tilde{x}_{u}(t+\delta)) - \tilde{g}(\tilde{x}_{u}(t)) - \delta M\tilde{b}(t, u(t), x_{u}(t)) \right]_h = \sum_{k=1}^{n+1} M_{hk} \int_{0}^{t+\delta} \mathbb{1}_{[t,T]}(s)\tilde{b}_k(s, x_{u}(s)) \, dB_s \\
+ \sum_{k=1}^{n+1} M_{hk} \left( \int_{t}^{t+\delta} \tilde{b}_k(s, u(s), x_{u}(s)) \, ds - \delta \tilde{b}_k(t, u(t), x_{u}(t)) \right),
\]
and therefore
\[
\frac{1}{\delta + \sum_{i=1}^{j} \eta_i} \left\| \mathbb{E}\left[ \tilde{g}(\tilde{x}_{u}(t+\delta)) - \tilde{g}(\tilde{x}_{u}(t)) - \delta M\tilde{b}(t, u(t), x_{u}(t)) \right] \right\| \\
\leq \frac{\| M \|}{\delta} \int_{t}^{t+\delta} \mathbb{E}\left[ \left\| \tilde{b}_k(s, u(s), x_{u}(s)) - \tilde{b}_k(t, u(t), x_{u}(t)) \right\| \right] \, ds.
\]
As \( t \) is Lebesgue for \( u \), this last quantity goes to zero for \( \delta \to 0 \), and we conclude. \( \square \)

References


[34] T Lew, R. Bonalli and M. Pavone, Chance-constrained sequential convex programming for robust trajectory optimization, in European Control Conference (2020).


