OPTIMAL CONTROL OF ROBOTIC SYSTEMS AND BIASED Riemannian Splines
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Abstract. In this paper, we study mechanical optimal control problems on a given Riemannian manifold \((Q,g)\) in which the cost is defined by a general cometric \(\tilde{g}\). This investigation is motivated by our studies in robotics, in which we observed that the mathematically natural choice of cometric \(\tilde{g} = g^\ast - \) the dual of \(g\) – does not always capture the true cost of the motion. We then, first, discuss how to encode the system’s torque-based actuators configuration into a cometric \(\tilde{g}\). Second, we provide and prove our main theorem, which characterizes the optimal solutions of the problem associated to general triples \((Q, g, \tilde{g})\) in terms of a 4th order differential equation. We also identify a tensor appearing in this equation as the geometric source of “biasing” of the solutions away from ordinary Riemannian splines and geodesics for \((Q, g)\). Finally, we provide illustrative examples and practical demonstration of the biased splines as providing the true optimizers in a concrete robotics system.

Mathematics Subject Classification. 53A04, 53A17, 49K15

Received November 17, 2023. Accepted March 16, 2024.

1. Introduction

In mechanical optimal control problems (see [1]) on a configuration manifold \(Q\), a natural measure of the cost of following a given trajectory \(\gamma(t) \in Q\) is the integral of the squared norm of the “force” \(F(t)\) required to follow the trajectory,

\[ C(\gamma) = \int_{t_0}^{t_f} \|F(t)\|^2_{\tilde{g}} \, dt. \]  \hspace{1cm} (1.1)

In general, calculating this cost involves two metrics on \(Q\): The first, “kinematic”, metric, \(g\), is a Riemannian metric which defines a kinetic-energy norm for configuration velocities \(\dot{q}\) as

\[ \|\dot{q}\|_{g}^2 = g(\dot{q}, \dot{q}), \quad \dot{q} \in TQ. \]  \hspace{1cm} (1.2)
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and which is additionally used to calculate the both the covariant acceleration $a$ along a trajectory $\gamma$, 

$$a_{\gamma,g} = \nabla_{\dot{\gamma}}^{(g)} \dot{\gamma}$$

(1.3)

and the associated force covector that must be applied to produce that acceleration,

$$F(t) = g(a_{\gamma,g}, \bullet).$$

(1.4)

(Here, the bullet notation indicates, as usual, an element of the dual vector space obtained by contraction.\(^{1}\))

Taking a mechanical linkage as an example (which we expand upon throughout the paper), the Riemannian metric $g$ in (1.2) describes the generalized mass for the system, and the covariant acceleration in (1.3) describes the extent to which the mass particles in the linkage are accelerating in directions not dictated by the rigid-body and link-hinge constraints. Interesting robotics systems modeled with this setting can be found in [2–4].

The second, “actuation”, cometric, which we denote by $\tilde{g}$, is defined as a quadratic form on co-vectors which provides the force norm in (1.1),

$$\|F\|^2_{\tilde{g}} = \tilde{g}(F, F), \quad F \in T^*Q.$$ 

(1.5)

Note that $\tilde{g}$ is independent of the kinematic metric $g$, it encodes information about how and where forces on the system should be measured, and that the selection of $\tilde{g}$ is an addition of information to the system description.

As discussed below, a classical choice of $\tilde{g}$ is the “dual” $g^*$ of the system metric $g$, but other situations call for a different choice of $\tilde{g}$. Continuing with our mechanical linkage example, the norm of $F$ under the dual of the kinetic-energy Riemannian metric is the root-sum-of-squares of the non-constraint forces felt by the individual particles. If the linkage is actuated from the joints, however, then the cost of generating those forces depends on the configuration-dependent lever-arm distances between the joints and the masses, leading to a different choice of cometric.

**Classic dual-metric optimization.** Given $g$ on $Q$, there is a natural choice for $\tilde{g}$, namely, to take it as the “dual” of the first metric, denoted $g^*$. If we take $g$ and $\tilde{g}$ as being respectively encoded by metric tensors $M$ and $\tilde{M}$, these metric tensors are then related as $\tilde{M} = M^* = M^{-1}$.

With this choice $\tilde{g} = g^*$, minimizing the squared norm of the force is equivalent to minimizing the squared norm of its covariant acceleration,

$$\min_{\gamma} \int_{t_0}^{t_f} \|F(t)\|_{\tilde{g}}^2 dt = \min_{\gamma} \int_{t_0}^{t_f} \|a_{\gamma,g}(t)\|_{g}^2 dt.$$ 

(1.6)

The characteristics of optimal curves in this case are well-understood (see [5, 6]). When only the initial and end-points are prescribed while the velocities at those points are unconstrained, the least-effort trajectories on the manifold $Q$ are given by $g$-geodesics (shortest, least-curved, and constant-speed). When the initial and final velocities are also prescribed (so that one needs to speed up and slow down, and may need to leave or reach the endpoints with a specified direction), the trajectories are $g$-cubic splines (see [5–7], and [8] for a general Hamiltonian approach). In particular, for cases where only the end speeds are specified (e.g., the system starts and ends at rest), the $g$-cubic spline follows the same path as the geodesic, only differing from it in the speed profile along the path.

**General cometric optimization.** In this paper we observe that for many systems, the choice of $\tilde{g}$ as the dual of $g$ does not accurately model the costs of executing a trajectory, and a different cotangent metric should

\(^{1}\)In this case, this operation is often expressed via the “flat” musical isomorphism, $g^\flat(v) \equiv g(v, \bullet)$. Because we later use analogous operations in more general situations, we have chosen to use the bullet notation throughout this text.
be used. Under such a cometric \( \tilde{g} \), optimal trajectories may deviate away from the geodesics or cubic spline paths for \( g \), either because the \( \tilde{g} \)-cost of accelerating through a different region of the configuration manifold is reduced enough to make it worth the extra curvature and pathlength to reach it, or because accelerating obliquely to the geodesic path is cheaper than accelerating directly along it. It is important to note that these changes in the optimal paths cannot be understood as defining geodesics or splines for some single, possibly different, metric \( g' \); rather, they define special curves associated with the pair of metrics \((g, \tilde{g})\) through a concrete system of differential equations (see Thm. 4.4 and Sect. 4 below). We call these solution curves biased geodesics and biased splines associated with \((Q, g, \tilde{g})\).

Robot dynamics. The main examples guiding this study come from robot motion planning, in which the model of system dynamics outlined in (1.2)–(1.4) is widely used (albeit typically appearing in the form of the Euler-Lagrange equations of motion, with the connection in the covariant acceleration calculation from (1.3) encoded by the Coriolis-centrifugal matrix). In this context, many planning algorithms assume that least-effort trajectories between given configurations follow the same paths as geodesics for the metric \( g \) defined by the system’s inertia tensor [9–12]. This assumption is equivalent to taking the effort metric \( \tilde{g} \) as dual to \( g \), as above.

In contrast to this common assumption, we present simple examples of robot motion planning in which properly biased geodesics clearly produce a better optimization than the \( g \)-geodesic paths. The underlying principle here is that the forces felt by the masses in the system (which are measured by \( g^* \)) are not necessarily in fixed proportion to the forces exerted by the “actuators” (e.g., motors) which produce the control torques – the effective moment arms from the actuators to the masses depend on both the current configuration of the mechanism and the direction in which force is being applied, and the force felt on each mass particle must be exerted by every actuator between it and the fixed base.

Accordingly, we introduce a cometric \( \tilde{g} \) defined by the way in which the actuators are attached to the system, such that the norm of the force under this cometric captures the actual actuator effort. By means of these choices, the examples then illustrate that planning with biased geodesics and splines for \((Q, g, \tilde{g})\) can reduce significantly the cost of controlling the system, and that different actuator arrangements can lead to different control strategies for the same mechanism.

Overview of key concepts. The core narrative of the paper is about the contrast between defining the norm for forces on manifolds using the dual of the “mass” metric tensor \( g \), as illustrated in Figure 3, and using a cometric \( \tilde{g} \) that takes into account extra information about the system structure, as illustrated in Figure 6.

Our motivating example is mechanical linkages, where, as illustrated in Figure 4, the “lever arm” effects from the links mean that there is not a consistent proportionality between forces felt by the system masses (which is what is measured by the dual metric) and those exerted by the system joints (which we construct our cometric to measure).

When the force norm is defined using the dual metric, splines on the manifold that minimize squared force are equivalent to splines that minimize squared covariant acceleration, and have snap (fourth covariant derivative of position) or tug (second covariant derivative of force) determined by the Riemannian curvature along the trajectory (Eqs. (4.14), (4.15), and (4.16) below). The Riemannian curvature term indicates where the divergence/convergence of geodesics on the manifold helps/hurts the spline in reaching its end boundary condition, and therefore whether the introduction of curvature in the spline should be advanced/delayed to (take advantage of)/mitigate the manifold curvature effects.

For non-dual cometrics, the “force” covector is replaced by an “effort” covector which is calculated by dualizing the covariant acceleration using information from the cometric, and the tug equation has a second term that measures the incompatibility between the cometric \( \tilde{g} \) and the manifold’s Riemannian metric \( g \) (Eq. 4.17), which guides the spline into regions or along directions where covariant acceleration costs less effort from the system actuation.

Section 4.4 then has several examples of how disconnecting the cometric from the metric in this way affects system trajectories.
Outline of the paper. In Section 2, we review the geometric setting for the mechanical systems of interest and fix notations. In Section 3, we discuss how to define the metric $\tilde{g}$ for general actuated mechanical systems and show how to explicitly compute it in concrete examples. In Section 4, we define the optimal control problem associated with the data $(Q, g, \tilde{g})$ as above and prove that its solutions come from a Hamiltonian system of equations, following Pontryagin’s Maximum Principle (PMP). This system is equivalent to a fourth-order differential equation for the configuration variables and generalizes the equations for ordinary geodesics and cubic splines, reducing to them when $\tilde{g}$ is the dual of $g$. We also work out examples with detail. In Section 4.4, we describe real-life applications of the general framework in robot motion planning, providing simple examples in which the biased geodesics provide a better optimization than ordinary geodesics. Some useful coordinate expressions are compiled in Appendix A.

About the presentation. Although the contents of this paper are mainly mathematical, it is intended to be read by both the geometric-mechanics and the engineering communities. We thus give detailed procedural accounts of some of the mathematical statements involved, even when some of them are well established. Readers will be, nevertheless, assumed to be familiar with elementary notions of differential geometry.

2. Preliminaries on the geometric setting: kinematics and forces

In this section, we detail the well-known geometric setting (see e.g. [1]) for the mechanical systems that we will be considering and, at the same time, fix notations. We also include simple explicit examples that will help us illustrate the main constructions of this paper in the later sections. For the interested reader, we also add procedural remarks about how to explicitly compute the ingredients in practical situations.

2.1. Kinematics: the mass metric

The general case we consider in this paper is a system whose configuration space is a $d$-dimensional manifold $Q$ equipped with a Riemannian metric $g$ that allows for the norm of tangent vectors to be computed as

$$g: T_qQ \to \mathbb{R}, \quad \dot{q} \mapsto \|\dot{q}\|_g^2 = g(\dot{q}, \dot{q}). \quad (2.1a)$$

Given a choice of local coordinates, this metric can be represented in each tangent space $T_qQ$ by a $d \times d$ matrix $M(q)$, such that the norm is computed as

$$\|\dot{q}\|_g^2 = g(\dot{q}, \dot{q}) = \dot{q}^T M(q) \dot{q}. \quad (2.2)$$

In many cases of interest, $Q$ is a submanifold of an ambient Riemannian manifold $Q_{amb}$ (e.g., $Q_{amb} = \mathbb{R}^N$ with the standard Euclidean metric), $Q$ is defined by a set of holonomic constraints, and $g$ is the induced metric from $Q_{amb}$ onto $Q$ (i.e., $\|\dot{q}\|_g = \|J\dot{q}\|_{Q_{amb}}$, where $J$ is the Jacobian of the map embedding $Q$ into $Q_{amb}$). Moreover, even if $Q$ is not inherently a submanifold of a Riemannian manifold, it is always possible in principle to embed it into such an ambient space [13, 14]. In this paper, we alternate as is most convenient between the geometries in the ambient space, the coordinate chart, and the manifold embedded into the ambient space,

$$\mathbb{R}^d \ni \varphi(U) \xrightarrow{\varphi^{-1}} Q \to Q_{amb} \quad (2.3)$$

where $\varphi: U \subset Q \to \mathbb{R}^d$ denotes a coordinate chart for $Q$.

To fix ideas and notation, let us consider a system composed of $n$ unit point masses in $m$-dimensional space so that $Q_{amb} = (\mathbb{R}^m)^n \ni x = (r_1, \ldots, r_n), \ r_j \in \mathbb{R}^m$. The total kinetic energy is expressed in terms of the Euclidean
metric as

\[ KE_{Q_{amb}} = \sum_i \frac{1}{2} v_i^T v_i = \frac{1}{2} v^T v, \quad (2.4) \]

where \( v_i \in \mathbb{R}^m \) is the velocity of the \( i \)-th particle, and \( v = (v_1, \ldots, v_n) \in T_x Q_{amb} = \mathbb{R}^{mn} \) is the combined velocity vector on the ambient space of all the particles. If the point particles are subject to holonomic constraints defining a \( d \)-dimensional submanifold \( Q \hookrightarrow Q_{amb} \) and \( v \in T_x Q \subset T_x Q_{amb} \) is a velocity tangent to \( Q \), the associated kinetic energy is given by

\[ KE_Q = \frac{1}{2} g(v, v) = \frac{1}{2} v^T v, \quad (2.5) \]

where the second equality follows from the fact that the metric \( g \) on \( Q \) is induced from that of the ambient space. We can also choose a \( d \)-dimensional chart \( \varphi : U \subset Q \to \mathbb{R}^d \) so that the configuration is parameterized by \( q = (q^1, \ldots, q^n) \in \mathbb{R}^d \) via

\[ (\mathbb{R}^m)^n \ni x = \varphi^{-1}(q) = (\varphi_i^{-1}(q), \ldots, \varphi_n^{-1}(q)); \quad r_i = \varphi_i^{-1}(q) \in \mathbb{R}^m, \quad i = 1, \ldots, n. \quad (2.6) \]

The corresponding coordinate expression for the induced kinetic energy function on \( Q \) can be obtained as follows: The velocity vectors in \( Q_{amb} \) are given by the associated Jacobian matrices via

\[ v_i = (\partial \varphi_i^{-1}(q)/\partial q^j)(q) \dot{q}^j, \quad \dot{q}^j \in \mathbb{R}^d, \quad i = 1, \ldots, n. \quad \text{(Using Einstein’s summation convention.)} \quad (2.7) \]

With these notations, the induced kinetic energy function in the chart space \( \varphi(U) \) is given by

\[ KE_{\varphi(U)} = \frac{1}{2} \dot{q}^T \left( \sum_i J_i(q)^T J_i(q) \right) \dot{q}, \quad (2.8) \]

where the matrix \( J(q) : \mathbb{R}^d \to (\mathbb{R}^m)^n \) is seen as a linear transformation from vectors expressed in the tangent space of \( Q \) to their corresponding vectors in the tangent space of the ambient space \( Q_{amb} \).

One can interpret \( M \equiv M(q) \) physically as the effective mass matrix of the particles with respect to the configuration variables \( q \). We also recall that this pullback procedure can be generalized to non-unit point masses by introducing a weighting term into the summation in (2.4), and to systems with continuous mass distributions by replacing the summations in the above equations with integrals.

**Remark 2.1.** (Other ambient spaces \( Q_{amb} \)) There is an important class of applications (e.g., when modeling a robot constructed of discrete links) in which is better to consider the above setting with \( Q_{amb} \) given by \( SE(2)^k \) or \( SE(3)^k \) and representing configurations of \( k \) rigid bodies. In these cases, \( Q \hookrightarrow Q_{amb} \) is defined by the “interlink” holonomic constraints (e.g., pivoting or sliding joints) that restrict the relative positions and orientations of these rigid bodies to a \( d \)-dimensional manifold. The metric on \( Q \) is then defined by the pullback of a natural metric on \( Q_{amb} \), which encodes the classical mass and moment of inertia tensors of these bodies, and is itself defined by the pullback of the Euclidean metric on the particle motions through the rigid body constraints.

We now begin with a series of examples involving the sphere \( S^2 \hookrightarrow \mathbb{R}^3 \), which will help us illustrate each step towards our biased geodesics and splines.
Figure 1. (a) The Tissot indicatrices for the Euclidean metric in $\mathbb{R}^3$ are spheres, indicating equal weighting for all coordinate components of a vector when calculating its length. [Connecting lines between spheres are a coordinate grid to help with 3D viewing perspective.] (b) Restricting the Euclidean metric to the tangent spaces on a sphere produces a set of circles. (c) The indicatrices for the induced metric on the longitude-latitude coordinate chart is a set of longitudinally stretched ellipses, as if the circles on the sphere had been stretch-flattened onto the plane.

**Example 2.2. (Mass matrix on a sphere)** Let us consider the sphere of radius 1 in 3-dimensional space,

$$Q = S^2 := \{(x, y, z) : x^2 + y^2 + z^2 = 1\} \hookrightarrow Q_{\text{amb}} = \mathbb{R}^3. \tag{2.9}$$

Physically, one can think of a unit mass point particle is subject to holonomic constraints restricting its motion to the surface $Q$. We now detail how to obtain the pullback metric $g$ from the Euclidean metric on the ambient space. Let us consider a coordinate chart $\varphi$ as above given by the longitude-latitude coordinates $q = (\lambda, \phi)$,

$$(x, y, z) = \varphi^{-1}(\lambda, \phi) := (\cos \lambda \cos \phi, \sin \lambda \cos \phi, \sin \phi). \tag{2.10}$$

The associated Jacobian matrix $J(q) : \mathbb{R}^2 \to \mathbb{R}^3$ is given by

$$J(q) = \begin{bmatrix}
-\cos \phi \sin \lambda & -\cos \lambda \sin \phi \\
\cos \phi \cos \lambda & -\sin \phi \sin \lambda \\
0 & \cos \phi
\end{bmatrix} \tag{2.11}$$

and thus the associated mass matrix $M_S(q) : \mathbb{R}^2 \to \mathbb{R}^2$ yields

$$M_S(q) = J(q)^T J(q) = \begin{bmatrix}
\cos^2 \phi & 0 \\
0 & 1
\end{bmatrix}, \tag{2.12}$$

which determines the kinetic energy on $Q$ as seen in the chart $\varphi$ via equation (2.8). For later use, in Figure 1 we include a graphical representation of the metric defined by $M(q)$ on this chart using generalized Tissot indicatrices.

A given change in the longitude $\lambda$ results in a relatively smaller motion in the ambient space when the latitude $\phi$ is large (near the poles) than when it is small (near the equator). Conversely, a given motion on the surface of the sphere requires more change in $\lambda$ when $\phi$ is large than when it is small. This property can be visualized in terms of the Tissot indicatrices (sets of metric-unit-length velocities), which at high latitude are “stretched” in the longitudinal direction, as illustrated in Figure 1c.
2.2. Acceleration

Given a trajectory \( \gamma(t) \in Q \), the **covariant acceleration** \( a_\gamma \) describes the “true” rate at which the velocity \( \dot{\gamma} \) changes along the curve. In the case \( Q \rightarrow Q_{amb} \) above, calculating the covariant acceleration corresponds to taking the second derivative in \( Q_{amb} \) and then projecting to the tangent space to \( Q \). The projection operation annihilates the acceleration normal to the embedded manifold so that \( a_\gamma \) can be considered an intrinsic representation of the extent to which \( \gamma \) is changing speed or turning within \( Q \).

**Calculating covariant acceleration intrinsically.** In general, \( a_\gamma \) can be calculated directly in \( Q \)-coordinates (without actually constructing an isometric embedding) as the covariant derivative of the trajectory velocity, i.e. the derivative with respect to the Levi-Civita connection \( \nabla \equiv \nabla^g \) on \((Q, g)\),

\[
a_{\gamma,g}(t) = \nabla_{\dot{\gamma}(t)} \dot{\gamma}(t). \tag{2.13}
\]

As reviewed in Appendix A, this operation combines the standard coordinate acceleration \( \ddot{q} = \frac{d^2}{dt^2} \gamma(t) \) with a correcting term computed from the metric tensor and its derivatives. This correcting term can be thought of as compensating for any “false” acceleration contributed to \( \ddot{q} \) by the ways in which the coordinate grid is stretched or curved as it is overlaid on the manifold \( Q \).

**Example 2.3. (Acceleration on the sphere)** In the setting of Example 2.2, let \( P_x : \mathbb{R}^3 \rightarrow T_x S^2 \) be the orthogonal projection onto the tangent space at \( x \in S^2 \) (seen naturally as a vector subspace in \( \mathbb{R}^3 \)). A point moving over the surface of the sphere along a curve \( \gamma(t) \in S^2 \rightarrow \mathbb{R}^3 \) has covariant acceleration given by

\[
a_{\gamma,g}(t) = P_{\gamma(t)}(\ddot{\gamma}(t)) \in T_{\gamma(t)} S^2. \tag{2.14}
\]

We now consider some special cases, for later use. If the trajectory \( \gamma(t) \) is a geodesic in \((S^2, g)\), namely it follows great circle at constant speed (as in Fig. 2a), then the ambient acceleration is entirely normal to the surface of the sphere, and hence \( a_\gamma(t) = 0 \). If it was changing speed, then \( a_\gamma(t) \) would be a non-vanishing vector parallel to the velocity \( \dot{\gamma}(t) \). Along a non-great-circle path, e.g., following the \( \phi = \pi/4 \) latitude line at constant speed as in Figure 2b, the covariant acceleration \( a_\gamma \) captures the acceleration required to “steer” the system off of the great circle to which it is currently tangent. This acceleration can be found in longitude-latitude coordinates by...
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considering $q(t) = (\lambda(t), \pi/4)$ with the metric from (2.12), yielding

$$a_{\gamma,g} = \begin{bmatrix} 0 \\ \lambda^2/2 \end{bmatrix}. \tag{2.15}$$

**Magnitude of covariant acceleration.** Calculating the magnitude of the covariant acceleration as its $g$-norm,

$$\|a_{\gamma,g}\|^2 = g(a_{\gamma,g}, a_{\gamma,g}), \tag{2.16}$$

coincides with the ambient magnitude of the tangential component of the acceleration of the isometrically embedded trajectory with respect to $Q \to Q_{\text{amb}}$. For systems composed of point masses or rigid bodies, whose metrics are constructed as in (2.8), $\|a_{\gamma,g}\|^2$ is additionally equal to the mass-weighted sum of the squared accelerations of the individual particles.

**Higher-order derivatives.** Geometrically meaningful forms of the higher-order derivatives of position (e.g., jerk and snap) can be calculated by repeatedly applying the covariant derivative operator. For example, the covariant jerk is defined by,

$$j_{\gamma,g}(t) = \nabla \dot{\gamma}(t) a_{\gamma,g}(t). \tag{2.17}$$

Intuitively, the covariant jerk is zero when the magnitude of the covariant acceleration and its angle with respect to the trajectory (both measured either in isometric ambient coordinates or using $g$ in working coordinates) remains constant (i.e., $a$ is parallel-transported along $\gamma$).

### 2.3. Forces

The customary generalization of Newton’s second law, $F = ma$, consists in identifying the force associated with a trajectory $\gamma(t) \in Q$ as being dual with respect to $g$ of the covariant acceleration,

$$F_{\gamma,g} = g(a_{\gamma,g}, \bullet) \in T_{\dot{\gamma}(t)}^*Q. \tag{2.18}$$

(Note that the force associated with a trajectory $\gamma$ is thus a field of covectors along $\gamma$.) Given a coordinate chart $\varphi$ and the associated coordinate trajectory $q(t) = \varphi(\gamma(t)) \in \varphi(U)$, the associated force on $\varphi(U)$ is then given by

$$F_{\gamma,g}(t) = M(q(t)) a_{\gamma,g}(t) \tag{2.19}$$

where $M(q)$ is the metric tensor at the current configuration, and $a_{\gamma,g}$ is the covariant acceleration computed via equation (2.13).

**Example 2.4. (Forces on the sphere)** Here we continue with the setting of Example 2.2. The force required to produce a covariant acceleration $a_{\gamma,g} = (a^\lambda, a^\phi)$ on a sphere is

$$F_{\gamma,g} = \begin{bmatrix} F_\lambda \\ F_\phi \end{bmatrix} = \begin{bmatrix} \cos^2 \phi & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} a_\lambda \\ a_\phi \end{bmatrix} = \begin{bmatrix} (\cos^2 \phi)a^\lambda \\ a^\phi \end{bmatrix}. \tag{2.20}$$

Observe that the $\cos^2 \phi$ term in $M$ means that for a fixed value of $a^\lambda$, the corresponding force component $F_\lambda$ is small when $q = (\lambda, \phi)$ represents a point near one of the poles. This scaling corresponds to the length scale associated with $\lambda$ being proportional to $1/\cos \phi$, which means that as $\phi$ increases, a given $a^\lambda$ represents a smaller “real” acceleration in the ambient space, $F_\lambda$ represents a larger “real” force tangent to the sphere, and that these scaling factors compound with each other rather than canceling out.
Derivatives of forces. The true rate at which the force changes across a trajectory – again, correcting for any “false” changes introduced by distortions of the coordinates as they are overlaid on the manifold – can be found using the dual covariant derivative on the manifold. For example, the “yank” (first derivative of the force with respect to time [15]) is calculated as

\[ y_{\gamma,g}^*(t) = \nabla_{\gamma}^* F_{\gamma,g}(t), \] (2.21)

where \( \nabla^* \) denotes the linear connection on \( T^*Q \) which is dual to the given Levi-Civita \( \nabla \) on \( TQ \). One way of defining \( \nabla^* \) is via the equation

\[ L_X (\langle \omega, v \rangle) = \langle \nabla^*_X \omega, v \rangle + \langle \omega, \nabla_X v \rangle, \quad X, v \in \mathfrak{X}(Q), \omega \in \Omega^1(Q), \] (2.22)

so that the directional derivative of the product of the two fields along any vector field \( X \) reflects only the true changes in the fields. As reviewed in Appendix A, the correcting terms in the dual covariant derivative take a slightly different form than they do in the standard covariant derivative. These differences correspond to the inverse ways in which coordinate grid distortion affects the coordinate representations of vectors and covectors.

Cometrics and dual metrics. To calculate the magnitude of the force covectors, we must introduce a second metric structure, a cometric for the cotangent bundle \( T^*Q \), denoted \( \tilde{g} \). This cometric provides a norm for cotangent vectors such as forces,

\[ \tilde{g} : T^*_x Q \rightarrow \mathbb{R}, \quad F \mapsto \|F\|^2_{\tilde{g}} = \tilde{g}(F,F), \] (2.23)

and is encoded in coordinates by a matrix \( \tilde{M}(q) \) such that

\[ \|F\|^2_{\tilde{g}} = \tilde{g}(F,F) = F\tilde{M}(q)F^T, \] (2.24)

using the convention that covectors are written as rows.

The canonical choice for \( \tilde{g} \) is the dual metric \( g^* \) to \( g \), defined such that applying the dual metric to the \( g \)-dual of a vector is equivalent to applying \( g \) directly to the vector,

\[ g^*(g(v,\bullet),g(v,\bullet)) = g(v,v), \quad v \in T_x Q. \] (2.25)

The matrix encoding \( g^* \) is thus the inverse \( M^{-1} \) of the matrix \( M \) encoding \( g \): Taking \( F = g(a,\bullet) \) and \( M \) known to be symmetric, we have

\[ \|F\|^2_{g^*} = FM^{-1}F^T = (Ma)^T M^{-1} (Ma) = a^T (MTM^{-1}M) a = a^T Ma = \|a\|^2_{\tilde{g}}. \] (2.26)

As with the metric \( g \), the dual metric \( g^* \) can be obtained by pullback from the ambient space along \( Q \to Q_{amb} \), and interpreted as being the restriction of the (Euclidean) cometric on the ambient space onto the manifold. In coordinates, we can construct this pullback by noting that the map from a covector expressed in coordinate bases to its corresponding minimal (i.e., tangent-projected) ambient covector is given by the pseudoinverse \( J^+ \) of the Jacobian \( J \) of the embedding function (see Eq. (2.7)),

\[ \|F\|^2_{g^*} = F_{amb} F^T_{amb} = (FJ^+)(FJ^+)^T = F (J^+J^{+T}) F^T = FM^{-1} F^T. \] (2.27)

Finally, the dual connection \( \nabla^* \) and the dual metric \( g^* \) are related by the compatibility relation

\[ L_X g^*(\omega_1,\omega_2) = g^*(\nabla^*_X \omega_1,\omega_2) + g^*(\omega_1,\nabla^*_X \omega_2), \quad X \in \mathfrak{X}(Q), \omega_1,\omega_2 \in \Omega^1(Q). \] (2.28)
This relationship follows directly from the compatibility between $\nabla$ and $g$ by duality: The dual metric is "unchanging" with respect to the metric, so any change in the dual-metric product across the space depends only on "real" changes in the two input covector fields.

**Example 2.5. (Force Metrics on the Sphere)** Continuing with Example 2.4, the dual metric $g^*$ on the sphere takes the ambient basis as orthonormal (i.e., having an identity cometric tensor), and, as illustrated in Figure 3, pulls back into longitude-latitude coordinate space as

$$M^*_S(q) = M^{-1}_S(q) = \begin{bmatrix} \frac{1}{\cos^2 \theta} & 0 \\ 0 & 1 \end{bmatrix}.$$
The $1/\cos^2 \phi$ term corresponds to the property that (as discussed in Ex. 2.4) the ambient length scale associated with $\lambda$ becomes smaller as $\phi$ increases, and so the “real” force associated with a given value of $F_\lambda$ increases proportionally (and the amount of $F_\lambda$ for a given “real” force decreases proportionally). In the illustration of $M_\ast S$ at the middle-right of Figure 3, the ellipses of unit force are consequently “narrow” at large $\phi$ (because in this region it takes little $F_\lambda$ [torque on the polar axis] to produce a unit force [as measured in the ambient space at the surface of the sphere]). The on-manifold Tissot indicatrices in the left column of Figure 3 illustrate the property that the metric, co-metric, and inverse-dualized cometric are all orthonormal on the manifold, such that the norms of velocity, acceleration, force, and acceleration-in-terms-of-force encoded by these metric structures are all equal to their values as would be calculated in the ambient space.

3. The torque-cost cometric of an actuator-controlled system

In this section, we explore the idea that it can be crucial to use a cometric $\tilde{g}$ that is not the dual of the manifold metric $g$. We first introduce a simple geometric description of what it means to choose a different cometric, along with notation for working with metrics and cometrics that are not dual to each other. We then discuss specific applications in which a non-dual cometric naturally appears: modeling mechanical systems in which forces are supplied by actuators attached to the physical structure at specific points. This leads us to a torque-cost cometric $\tilde{g}_\tau$. We discuss how to characterize this cometric in practical situations. Finally, we present a set of examples illustrating how this torque-based cometric biases the cost of generating system accelerations and discuss practical methods involving the computation of $\tilde{g}_\tau$.

3.1. General cometrics and their induced metrics

The choice of the dual metric $g^*$ for the cometric $\tilde{g}$ is conventional (to the point where many sources take “dual metric” and “cometric” as synonyms), but it is not mandatory. Using $g^*$ as the redundant cometric is actually an active declaration that the relevant magnitude of a force is its (Euclidean) length in a (dual) basis orthonormal with respect to the manifold geometry encoded in $g$. If the manifold is defined within an ambient space, an equivalent description of $g^*$ is that it takes the magnitude of the force as the length of the ambient-space force component which is cotangent to the manifold.

The key point is that if we have access to more information about the system structure (e.g., the “leverage” that the actuators have on a mechanical system in different configurations, as discussed in Sect. 3.2 below), we can use this information to construct a cometric $\tilde{g}$ (with metric tensor $M$) that better reflects the costs of system motions.

We also describe in this subsection two associated quantities. The first quantity is an associated “induced metric” $h$ (with metric tensor $N$) which provides a norm of accelerations corresponding to the cost of producing them, i.e., such that $h(a,a) = \tilde{g}(F,F)$. The second quantity is an “effort” covector $E$ produced by dualizing the covariant acceleration via $h$; this covector has the property that its product with the covariant acceleration is equal to the cometric norm of the force, $\langle E, a \rangle = \tilde{g}(F,F)$. In Section 4.3.2 below, we use this notion of effort to understand the form of optimal trajectories through the configuration space.

3.1.1. Constructing the induced metric $h$

Once a cometric $\tilde{g}$ has been chosen, the norms of forces can be taken with respect to $\tilde{g}$ as in equation (2.24). Combining this force-norm with the relation $F = g(a, \bullet)$ between force and acceleration produces a $(g, \tilde{g})$-induced acceleration-norm $\|\bullet\|_{(g,\tilde{g})}$ that describes the force-cost of producing a given acceleration,

$$\|a\|_{(g,\tilde{g})}^2 := \tilde{g}(F,F) = \tilde{g}(g(a, \bullet), g(a, \bullet)) =: h(a,a), \quad (3.1)$$
where the last equality is the definition of the underlying induced metric $h$. In coordinates, the induced metric evaluates as
\[
\|a\|_{(g,\tilde{g})}^2 = (Ma)^T \tilde{M}(Ma) = a^T(M\tilde{M})a = a^TNa, \tag{3.2}
\]
and we call the matrix $N = M\tilde{M}M$ that encodes $h$ the anti-dual of $\tilde{M}$ with respect to $M$.

Note that in the case that the cometric is the dual metric (2.25) gives the induced metric as being equal to the original metric,
\[
\tilde{g} = g^* \Rightarrow h = g, \tag{3.3}
\]
and in coordinates,
\[
\tilde{M} = M^{-1} \Rightarrow N = M. \tag{3.4}
\]

### 3.1.2. Effort covector

We define the effort required to produce a covariant acceleration $a$ as the covector $E$ whose product with the acceleration is equal to the cost of producing that acceleration,
\[
\langle E, a \rangle = \tilde{g}(F, F). \tag{3.5}
\]
It follows that this effort $E$ is the dual of the acceleration with respect to the induced metric $h$,
\[
E = h(a, \bullet). \tag{3.6}
\]
The magnitude of the effort can be calculated with respect to the cometric $h^*$ which is dual to $h$ so that
\[
h^*(E, E) = \tilde{g}(F, F). \tag{3.7}
\]
This equality can be checked using the coordinate relations $E = Na$, $N = M\tilde{M}M$, $F = Ma$ and taking the matrix $N^*$ corresponding to $h^*$ as $N^* = N^{-1}$.

Note that when $\tilde{g} = g^*$ is chosen as the dual metric, relation (3.3) implies that the effort is equal to the standard force, $E = F$. In this case, $h^* = g^*$ also reduces to the standard cometric.

**Immediate implications of general cometrics on optimal trajectories.** In Section 4, we will introduced an optimal control problem associated with the data $(Q, g, \tilde{g})$. The property that $N \neq M$ and $E \neq F$ for cometrics $\tilde{g}$ that are not dual to $g$ forms the crux of our analysis in this paper: it means that accelerations which are of equal length under the standard norm $\|a\|_g$ can have different force costs $\|a\|_{(g, \tilde{g})} = h(a, a)$ depending on where in the configuration space they are located, or on the direction in which they are pointing. This will be the source of the “bias” that the solutions to the control problem present with respect to the standard control problems defined by taking $\tilde{g} = g^*$.

Additionally, as in several places in this manuscript, we emphasize that the optimal control problem resulting from the introduction of $\tilde{g}$ to measure costs is not equivalent to a standard optimal control problem in which the underlying metric is simply replaced with the induced metric $h$. The true geometric description is given by the triple $(Q, g, \tilde{g})$ and the information of each of the two metrics is needed separately as they provide independent pieces of information about the system: $g$ providing the kinematics which allow for the calculation of accelerations and relate accelerations to forces, and $\tilde{g}$ providing an accurate cost of producing each force due to the system’s construction. The induced metric structure $h$ is, however, useful for some operations in defining the optimal curves, as we describe in Section 4.
3.1.3. Metric compatibility of general cometrics

In equation (2.28), we noted that the dual metric $g^*$ is compatible with the geometry defined by $(Q, g)$ through the dual connection $\nabla^*$. General cometrics $\tilde{g}$ (including induced cometrics $h^*$) are not compatible with the geometry defined by $(Q, g)$, and the Lie derivative of $\tilde{g}(\omega_1, \omega_2)$ additionally includes a term which captures how the cometric changes in relation to $(Q, g)$,

$$L_X \tilde{g}(\omega_1, \omega_2) = (\nabla^* \tilde{g})_X(\omega_1, \omega_2) + \tilde{g}(\nabla_X \omega_1, \omega_2) + \tilde{g}(\omega_1, \nabla_X \omega_2).$$

(3.8)

This change in the cometric across the manifold plays a key role in our analysis later in this paper.

Equivalently, equation (3.8) can be seen as the definition of a “biasing tensor” between the cometric $\tilde{g}$ and metric $g$ on $Q$,

$$(\nabla^* \tilde{g})_X(\omega_1, \omega_2) := L_X \tilde{g}(\omega_1, \omega_2) - \tilde{g}(\nabla_X \omega_1, \omega_2) - \tilde{g}(\omega_1, \nabla_X \omega_2),$$

(3.9)

describing the extent to which $\tilde{g}$ differs from the dual metric $g^*$. This tensor will be the geometric source of “bias” in the solutions of our control problem associated with $(Q, g, \tilde{g})$, see Section 4. In Appendix A we review a coordinate formula for the tensor $(\nabla^* \tilde{g})$.

3.2. The torque-cost cometric

In this subsection, we discuss in detail a particular type of cometrics $\tilde{g}$ which we call torque-cost cometrics $\tilde{g}_\tau$. As explained in the introduction, these cometrics appear naturally in optimal control problems related to robotics and provide the main motivation for our study. The aim of this subsection is to detail practical characterizations of this cometric $\tilde{g}_\tau$ in relation to the mechanical system’s definition.

A typical robot can be modeled as a set of links connected by joints, with a set of actuators (e.g., electric motors) attached to the mechanism and providing force or torque at specific points [16]. A robot is considered fully actuated if the number of (independent) actuators is equal to the dimension of the configuration manifold, such that any desired force cotangent to the manifold can be produced by the actuators. A reasonable model for the cost of producing these forces is the sum of squared motor torques, which captures the property that “overhead” costs in the system (e.g. heating of electrical components) scale super-linearly with the torque being produced.\footnote{More complete accountings of the cost of applying torques are available, accounting for properties such as the efficiency with which the system can regeneratively store energy while applying a joint torque in a direction opposite to that joint’s motion [17, 18], but for the purposes of this paper, we will restrict our attention to the torque-squared measure of effort.}

We now outline how such torque-cost cometric $\tilde{g}_\tau$ is defined.

First, recall that the inertial metric $g$ for such a robot is typically inherited from the Euclidean metric on its constituent particles through $Q \hookrightarrow Q_{\text{amb}}$, as discussed in Section 2. This $g$ can be used to calculate the covariant acceleration $\alpha$ of the robot as it executes a trajectory as well as to map this acceleration to the system force required to produce it. The dual of this metric, $g^*$, can be used to calculate a norm of the force, but the physical meaning of this norm is not particularly useful for the robot system: It describes the ambient-space magnitude of the non-constraint force acting on the system.

The ambient-space and actuator force magnitudes are not consistently proportional to each other, because the ambient-to-actuator force mapping for a rotary joint depends on the instantaneous moment-arm between the force and the joint. This means that to find the actuator effort corresponding to a trajectory we must incorporate this additional information about how the actuators are physically arranged in our system. Thus, it is more useful to define our control problems in terms of a cometric $\tilde{g}_\tau$ that uses the induced actuator torques $F \mapsto (\tau(F)_1, \ldots, \tau(F)_d)$ torques implemented by the actuators.

(3.10)
Typically, the underlying cost is a weighted sum of squared individual actuator torques, so that we obtain

$$
\tilde{g}_r(F, F) = \sum_i k_i (\tau_i(F))^2,
$$

where the weighting terms $k_i$ encode the relative costs of generating torques with the actuators.

The following example illustrates how the actuator’s configuration information is non-trivially encoded in $\tilde{g}_r \neq g^*$.

**Example 3.1.** Consider a point mass attached to a massless two-link arm as illustrated in Figure 4. Taken as a point mass in $\mathbb{R}^2$, its mass matrix and dual mass matrix are

$$
M = \begin{bmatrix} m \end{bmatrix} \quad \text{and} \quad M^* = M^\dagger = \begin{bmatrix} \frac{1}{m} \end{bmatrix}.
$$

The forces associated with unit acceleration in the $x$ and $y$ directions are

$$
F_x = g([1 \ 0]^T, \bullet) = \begin{bmatrix} m & 0 \end{bmatrix} \quad \text{and} \quad F_y = g([0 \ 1]^T, \bullet) = \begin{bmatrix} 0 & m \end{bmatrix},
$$

and the norms of the forces under the $g^*$ dual metric are equal to each other,

$$
\|F_x\|_{g^*}^2 = \begin{bmatrix} m & 0 \end{bmatrix} \begin{bmatrix} \frac{1}{m} & 0 \\ 0 & \frac{1}{m} \end{bmatrix} = m \quad \text{and} \quad \|F_y\|_{g^*}^2 = \begin{bmatrix} 0 & m \end{bmatrix} \begin{bmatrix} \frac{1}{m} & 0 \\ 0 & \frac{1}{m} \end{bmatrix} = m.
$$

If we instead take the system as a linkage, the Jacobian from the joint angles to the point mass motion in the illustrated configuration is

$$
J = \begin{bmatrix} -L & 0 \\ \ell & \ell \end{bmatrix},
$$

such that the joint torques (calculated as the pullbacks of the $F_x$ and $F_y$ forces through the Jacobian) are

$$
\tau_x = \begin{bmatrix} m & 0 \end{bmatrix} \begin{bmatrix} -L & 0 \\ \ell & \ell \end{bmatrix} = \begin{bmatrix} -mL & 0 \end{bmatrix} \quad \text{and} \quad \tau_y = \begin{bmatrix} 0 & m \end{bmatrix} \begin{bmatrix} -L & 0 \\ \ell & \ell \end{bmatrix} = \begin{bmatrix} m\ell & m\ell \end{bmatrix}.
$$
These joint torques are clearly distinct from each other, depending on the location of the joints relative to the mass and the direction in which it is accelerating.

If we construct the system’s mass matrix and its dual in the joint coordinates,

\[ M = J^T mJ = m \begin{bmatrix} (L^2 + \ell^2) & \ell^2 \\ \ell^2 & \ell^2 \end{bmatrix} \quad \text{and} \quad M^* = M^{-1} = \frac{1}{mL^2} \begin{bmatrix} 1 & -1 \\ -1 & (L^2 + \ell^2)/\ell^2 \end{bmatrix}, \]  

however, we find that the norms of both torques under \( g^* \) are the same and are equal to the norm of the force,

\[ \|\tau_x\|^2_{g^*} = \left[ -mL \ 0 \right] \frac{1}{mL^2} \begin{bmatrix} 1 & -1 \\ -1 & (L^2 + \ell^2)/\ell^2 \end{bmatrix} \begin{bmatrix} -mL \\ 0 \end{bmatrix} = m \]  

\[ \|\tau_y\|^2_{g^*} = \begin{bmatrix} m\ell & m\ell \end{bmatrix} \frac{1}{mL^2} \begin{bmatrix} 1 & -1 \\ -1 & (L^2 + \ell^2)/\ell^2 \end{bmatrix} \begin{bmatrix} m\ell \\ m\ell \end{bmatrix} = m, \]

i.e., the dual metric \( g^* \) uses information about the mechanism to remove the specific geometric location of the actuators from the norm calculation, replacing the torque exerted by the motors with the force felt by the masses.

If we take the cost of supplying these torques as being individually intrinsic to the motors at the joints, therefore, we must (as detailed below) introduce a cometric \( \tilde{g} \) distinct from the dual metric \( g^* \) that captures these actuator efforts.

### 3.2.1. Constructing the torque cometric

Theoretically, we can consider \( \tilde{g} \) as a given piece of information. In practice, one way to construct a system’s cometric \( \tilde{g} \) is to select an atlas of preferred coordinate charts for \( Q \) over which the underlying costs \( \tilde{g}(F, F) \) are easily given, and then compute how its associated tensor \( \tilde{M} \) appears in those coordinates. We now discuss this procedure for the specific case of the torque cometrics \( \tilde{g}_\tau \) and in particular cases of interest.

In the case of the configuration space of a serial chain, it typically admits angular coordinates

\[ Q \simeq S^1 \times \ldots \times S^1 \times I \times \ldots \times I, \]  

in which the \( S^1 \) subspaces correspond to the unrestricted rotary joints, and the intervals \( I \subset \mathbb{R} \) correspond to restricted rotary or sliding joints. Then, configurations can be parameterized (up to full rotations of the unrestricted joints, which can be handled by considering the universal cover of the corresponding \( n \)-torus) with a single chart, in which the chart parameters encode the joint angles or extensions. We shall refer to these as joint coordinates. We then note that in the cotangent basis induced by this chart, the coefficients in the joint force vector \( F \) are the individual joint torques,

\[ F = \begin{bmatrix} \tau_1 & \ldots & \tau_n \end{bmatrix}. \]  

We can then construct the torque cometric by defining its tensor in the chart-induced basis as

\[ \tilde{M}_\tau = \text{diag} \{ k_1, \ldots, k_n \}, \]

such that the force-norm under this metric meets our original definition,

\[ \tilde{g}_\tau(F, F) = \sum_i k_i \tau_i(F)^2. \]
Example 3.2. A particular illustrative case arises when the costs for generating torques in the joints are all equal. Then, the weights can be taken as having uniform unit value, $k_i = 1$, and the tensor for the torque cometric reduces to an identity matrix,

$$\tilde{M}_\tau = \text{Id}^{n \times n}. \quad (3.24)$$

In this case, the acceleration metric $h$ induced by $g$ and $\tilde{g}$ as in equation (3.1) has a metric tensor given by

$$N_\tau = M \tilde{M}_\tau M = M (\text{Id}^{d \times d}) M = M^2, \quad (3.25)$$

the square of the inertial metric tensor as expressed in the joint-angle coordinates. The torque effort corresponding to a given covariant acceleration is thus

$$E = h_\tau(a, \bullet) = N_\tau a = M^2 a. \quad (3.26)$$

Coordinate transforms of the torque cometric tensor. We now discuss briefly the glueing of the special-coordinate characterization of $\tilde{g}_\tau$ to yield a global tensor on $Q$. The tensor for the torque cometric can be pulled back into coordinate charts other than those of the joints as

$$\tilde{M}_\tau' = J_t^T \tilde{M}_\tau J_t, \quad (3.27)$$

where $J_t$ is the Jacobian of change from joint coordinates to the new ones. The tensor $M$ for the metric $g$ on $Q$ pulls back to the new coordinate chart as

$$M' = J_t^{-T} M J_t^3, \quad (3.28)$$

so that the induced metric $h$ defined by equation (3.1) has the following tensor in the new coordinate bases

$$N'_\tau = M' \tilde{M}'_\tau M' = (J_t^{-T} M J_t^3) (J_t^T \tilde{M}_\tau J_t) (J_t^{-T} M J_t^3). \quad (3.29)$$

Cometric on the ambient space. If the manifold metric $g$ is inherited from the metric on an ambient space cut by holonomic constraints through $Q \hookrightarrow Q_{\text{amb}}$ and $J$ is the corresponding Jacobian (2.7), then $\tilde{M}_{\text{amb}} = J M J^T$ defines an induced family of degenerate bilinear forms on the cotangent spaces $T^*Q_{\text{amb}}|Q$. These forms can be described using adapted coordinates to the embedding $Q \hookrightarrow Q_{\text{amb}}$ as a pullback of $\tilde{M}$ into the ambient space so that the kernel of $J M J^T$ is conormal to the $Q$ and that any pullback of a force $F$ on $Q$ into $Q_{\text{amb}}$ lies entirely in the orthogonal complement to this kernel.

Additionally, if there does happen to be a physical meaning to the ambient space such that forces $F$ originate from corresponding forces $F_{\text{amb}}$ on the ambient space (e.g., because the system is a mechanical structure subject to external forces), the norm

$$F_{\text{amb}}^T \tilde{M}_{\text{amb}} F_{\text{amb}}$$

projects out any component of $F_{\text{amb}}$ that is absorbed by the constraint forces and then computes the length of the corresponding force vector in the privileged coordinate system.

Remark 3.3. Matrix eversion There is an interesting relationship between the coordinate representation of an ambient-Euclidean metric and the ambient representation of a torque-based cometric with uniform actuator costs,

$$M_{\text{coord}} = J^T J \quad \text{and} \quad \tilde{M}_{\text{amb}} = J J^T, \quad (3.31)$$
To the best of our knowledge, matrix relationships of this form have not been formally named in the literature. We suggest that it should be described as “$M_{\text{amb}}$ is the _inverse_ of $M$ with respect to the choice of orthonormal basis”, where we have selected the term “inverse” to parallel the sense of “inverse” while capturing the idea that $M$ has been “everted” (turned inside out) to produce $\tilde{M}_{\text{amb}}$.

### 3.3. Examples of torque-cost cometrics

As a concrete demonstration of how the torque cometric works, we have prepared a sequence of three examples. The first example builds on our sphere example, the second generalizes the sphere example to more completely show the geometric principles at play, and the final set of examples illustrates the effects of using different actuator attachments on the same mechanism.

**Example 3.4.** (Torque-cost cometric for a yaw-pitch system on the sphere) Consider a point mass attached by a massless link to a yaw-pitch mechanism as in Figure 5. The link and joints constrain the mass to move over the surface of a sphere, so the kinematic data of this system $(Q, g_3)$ – _e.g._, the kinetic energy and covariant acceleration associated with its motion – are the same as those in our previous examples (see Ex. 2.2), and the joint angles for yaw and pitch exactly correspond to the longitude-latitude coordinates $q = (\lambda, \phi)$.

If we were to exert forces on this mechanism directly on the point mass (_e.g._, by fixing orthogonal “rocket engines” to the mass, pointing in directions perpendicular to the link), then it would also be appropriate to measure the cost of such forces using the mass dual metric $g_3^\ast$. If we instead apply forces to the system as torques around the yaw and pitch axes, then it is more appropriate to consider a torque-cost cometric $\tilde{g}_\tau$ which takes standard normal form in the yaw-pitch coordinates, as illustrated in the middle-right panel of Figure 6.

In those coordinates, following equation (3.25), the force norm $\|a\|_{(\tilde{g}, \tilde{\tau})}$ is defined by the matrix

$$N_{\tilde{g}_\tau} = M_{\tilde{g}}^2(q) = \begin{bmatrix} \cos^4 \phi & 0 \\ 0 & 1 \end{bmatrix}, \quad (3.32)$$

as illustrated in the lower-right panel of Figure 6. With respect to the $g$-induced geometry at the left of Figure 6, the cometric $\tilde{g}_\tau$ indicatrices are stretched on the sphere – in configurations where the pitch is large, the yaw motor can exert more ambient force per unit torque, because the moment arm from the axis to the point is small. Because the longitude-latitude coordinates define natural orthogonal directions for both $g$ and $\tilde{g}_\tau$, the indicatrices for the combined metric $\|a\|_{(g, \tilde{\tau})}$ are also stretched similarly to those of $\|a\|_g$, but with quadratic intensity due to the fact that the underlying matrix is $M_{\tilde{g}}^2(q)$. 

![Figure 5](image-url) Given a yaw-pitch mechanism, the two most “natural” ways of specifying the force are as covectors tangent to the sphere defined by the end of the mechanism, or as the torques around the two joints.
From the “effort” perspective, the mapping $E = M^2_\phi(q)\,a$ captures the property that longitudinal accelerations near the pole are doubly-inexpensive to produce, because they are small covariant accelerations and because the moment arm from the yaw motor to the mass is small.

**Example 3.5. (Torque-cost cometric for a toroidal yaw-pitch system)**

If we place a link of length $\ell$ relative to the original link between the yaw and pitch joints of the mechanism in Figure 5, the configuration space of the attached mass becomes a torus immersed in $\mathbb{R}^3$ as in Figure 7 (and we can consider the sphere from Fig. 5 to be a degenerate special case of this immersion). The metric $g_T$ produced by restricting the ambient Euclidean metric to the immersed torus has a metric tensor

$$M_T = \begin{bmatrix} (\ell + \cos \phi)^2 & 0 \\ 0 & 1 \end{bmatrix},$$

(3.33)
and the torque-based cometric tensor remains an identity metric in the yaw-pitch coordinates,

\[ \tilde{M}_\tau = \text{Id}^{2 \times 2}. \]  

(3.34)

The induced metric tensor in these coordinates thus yields an anti-dual to the torque cometric

\[ N^\tau_{\tau} = M^\tau_T = \begin{bmatrix} (\ell + \cos \phi)^4 & 0 \\ 0 & 1 \end{bmatrix}. \]  

(3.35)

Shifting our attention from the spherical mechanism of the previous example to the present more general two-link system highlights several important aspects of the torque-based cometric:

First, the configuration space of a mechanism composed of two unrestricted rotational joints is fundamentally toroidal.

Second, our construction of \( N^\tau_{\tau} \) represents here an interaction between the two “natural” geometries associated with a torus: The metric \( g_T \) and its tensor \( M_T \) are generated from the geometry of a torus immersed in Euclidean space (for which the length of a major-axis orbit depends on the minor-axis position at which the orbit is executed). In contrast, the torque-based cometric \( \tilde{g}_\tau \) and its tensor \( \tilde{M}_\tau \) are derived from the geometry of a “flat torus” (\( \mathbb{R}^2 \) with periodicity), because the cost of producing torque in a motor is generally independent of the present angle of the joints.

Finally, introducing the flat-torus geometry via the cometric does not “blunt” the effects of the immersed-torus metric geometry. Rather, by making forces at large \( \phi \) less expensive than they would be under the ambient-force dual metric \( g^*_T \), the torque-based cometric compounds with the property of \( g_T \) that motions at large \( \phi \) require less covariant acceleration.

Example 3.6. (Torque-cost cometric for a planar mechanism actuated in two ways) Our final example systems, presented here together, illustrate the way in which different actuator arrangements interact with a mechanism to produce different \( \tilde{M}^{(n)}_\tau \) matrices. The structure of both systems is a two-link planar chain with a point mass at its end, as illustrated in Figure 8.

One system is actuated “serially”, with an actuator associated with each joint angle, so that the orientations of the links are \( \theta_1 = \alpha_1 \) and \( \theta_2 = \alpha_1 + \alpha_2 \); the second is actuated “in parallel”, with an actuator associated
Figure 8. Geometry of serial- and parallel-actuated two-link arms along with their metrics and cometrics.
with each link orientation, such that \( \theta_1 = \beta_1 \) and \( \theta_2 = \beta_2 \). The mapping from these actuator spaces onto the \( xy \) position of the mass is illustrated in Figure 8 via sets of lines in which one actuator value is held fixed and the other is swept through its space of possible values.

The kinetic-energy metric \( g \) is flat in the ambient \( xy \) coordinates, and pulls back to the \( \alpha \) and \( \beta \) coordinates as illustrated in the second row of Figure 8. The torque cometrics \( \tilde{g}^\alpha \) and \( \tilde{g}^\beta \) are flat in their respective coordinate spaces and pull back onto the ambient space with different values, as illustrated in the third row of Figure 8.

As illustrated in the final row of Figure 8, the flat nature of the torque cometrics means that the \( N_\tau \) matrices of the system are the squares of the \( M \) matrices on their respective spaces. Squaring the metric tensor does not commute with changes of coordinates,

\[
(J^T MJ)^2 = J^T M J J^T MJ \neq J^T M^2 J,
\]  

so these squared metric tensors represent truly different force-based norms of covariant acceleration. The fundamental difference between the two norms can also be seen directly in the \( xy \) space, where the flat nature of \( g \) means that the two different pullbacks of \( M_\tau \) onto the ambient space also directly serve as the \( N_\tau \) tensors in that space.

### 4. Torque-Optimal Trajectories: Biased Geodesics and Splines

In this section, we consider mechanical optimal control problems, with configuration space \( Q \) and kinetic metric \( g \), in which the system’s forces are implemented by actuators and, thus, the optimization is relative to a general cometric \( \tilde{g} \) abstracting the torque-cost cometric \( \tilde{g}_\tau \) of Section 3.2.

In the first Section 4.1, we review the formulation of the optimal control problem associated with the data \((Q, g, \tilde{g})\) and discuss a simple particular case in which the solution can be described by a 4th order ODE (see Ex. 4.2). Already this example shows that, when the cometric is not the dual of the metric (i.e., \( \tilde{g} \neq g^* \)), the solution deviates from ordinary \( g \)-splines and \( g \)-geodesics.

Our main mathematical result in Section 4.2 states that solutions of the general class of optimal control problems defined by \((Q, g, \tilde{g})\) deviate from geodesics or splines for \((Q, g)\) by intrinsic geometric effects involving the cometric \( \tilde{g} \). The solution curves are described by an explicit Hamiltonian system of equations with \( 4\dim Q \) unknowns or, equivalently, by a 4th order ODE for the trajectory \( q(t) \in Q \) generalizing the Riemannian cubic \( g \)-spline equations [5, 6, 8] (which we recover when \( \tilde{g} = g^* \)). We will call the general optimal trajectories \textbf{biased splines and geodesics} associated with the input data \((Q, g, \tilde{g})\).

In Section 4.3, we describe conceptually these biased curves and contrast them with the standard ones. Finally, in Section 4.4, we provide illustrative examples of these control problems and their solutions.

#### 4.1. Optimal Control Problems Associated with \((Q, g, \tilde{g})\)

The control problems underlying the interests of this paper (e.g., moving a robot between two configurations) can be stated more abstractly as finding trajectories \( q(t) \in Q \) connecting initial and final states in a given time at a minimum of control effort (see e.g. [1, 2, 19]). Taking the control effort as an appropriate square of the system force, these control problems can be formally stated as optimization problems with

\[
\begin{align*}
\text{State:} & \quad x : t \mapsto \begin{bmatrix} q(t) \\ \dot{q}(t) \end{bmatrix} \in TQ \quad \text{(4.1a)} \\
\text{Control:} & \quad u = F = g(\nabla^2_{\dot{q}} \dot{q}, \bullet) \quad \text{(4.1b)}
\end{align*}
\]
Cost functional: 
\[ I = \int_{t_0}^{t_f} \tilde{g}(F, F) \, dt \] (4.1c)

in which the goal is to solve for a state trajectory \( x(t) \in TQ \) that minimizes the cost functional over the period of the motion while satisfying the boundary-condition constraints

\[(q(t_0), \dot{q}(t_0)) = (q_0, \dot{q}_0) \quad \text{and} \quad (q(t_f), \dot{q}(t_f)) = (q_f, \dot{q}_f) \] (4.1d)

on the endpoint positions and velocities of the trajectory. Note that the force is defined through the covariant acceleration \( a(q, \dot{q}, \ddot{q}) = \nabla_{\dot{q}} \ddot{q} \) only using the mass metric \( g \), whereas the cost functional uses an arbitrary cometric \( \tilde{g} \).

The optimal control problem (4.1c) is equivalent to one in which we consider the acceleration \( a \) as being the control parameter instead of the force, \( F = g(a, \bullet) \). This problem will be easier to handle at the theoretical level as it is closer to previously studied systems (in particular to those studied in [8]) and we now proceed to describe it.

The acceleration-based control problem is defined by the same states \( (q, \dot{q}) \in TQ \) defined by a curve \( q(t) \in Q \) together with

Control: 
\[ u' = a = \nabla_{\dot{q}} \ddot{q} \]

Cost functional: 
\[ I' = \int_{t_0}^{t_f} h(a, a) \, dt = \int_{t_0}^{t_f} \tilde{g}(g(a, \bullet), g(a, \bullet)) \, dt \] (4.2)

where \( h \) is defined from \( \tilde{g} \) and \( g \) as in equation (3.1). The boundary conditions are the same as in (4.1d). It is clear that \( q_{\min}(t) \in Q \) is a solution of the optimal control problem (4.1c) iff it also solves (4.2). In this case, the optimal controls, \( F_{\min} \) and \( a_{\min} \), for the underlying solution \( q_{\min}(t) \) are related via \( F_{\min} = g(a_{\min}, \bullet) \).

Remark 4.1. (Time intervals) Time-symmetry allows us to introduce two simplifications to the optimal control problem: First, we can start the “clock” for the system at the beginning of the trajectory, such that \( t_0 = 0 \). Second, because rescaling time introduces a constant scaling factor into the acceleration (and thus actuator-force) calculations, we can restrict our attention to motions of unit time-period, such that the interval \([t_0, t_f]\) becomes \([0, 1]\) (noting that any velocities in the specified boundary conditions should be rescaled to match the new timescale).

Discussing approaches to the solution. In solving optimal control problems of this form, there are two fundamental strategies: shooting approaches and variational approaches. (For general variational methods on manifolds, see e.g. [19, 20]; see also [21] for related discrete variational methods.) Both are fundamentally based on Pontryagin’s maximum principle (PMP, see [22]), which describes the necessary conditions that an optimal trajectory must satisfy. These conditions correspond to admitting a lift to Hamiltonian system defined on \( T^*(TQ) \) or, equivalently, defining a fourth-order differential equation for the underlying system configuration \( q(t) \in Q \).

The standard shooting approach based on PMP will be described in Section 4.2 below (see, in particular, Rem. 4.3 for a discussion of the shooting aspect). This will lead us to a complete theoretical characterization of the solutions in terms of differential equations.

Variational approaches can be also useful in practice. In these approaches, the optimal trajectories are found by considering search space which is typically a finite dimensional family of curves that satisfy the boundary conditions (4.1d) (e.g., the locations of a set of waypoints distributed along the curve). Starting with an arbitrary curve in the search space, this curve is deformed until it satisfies the extended Hamiltonian differential equation at its interior points.
The relative efficiencies of the shooting approach and the variational approach depend on how expensive it is to repeatedly evolve the Hamiltonian differential equation as compared to finding the gradient of Hamiltonian-satisfaction as a connecting trajectory is deformed. Hybrid approaches are also available; for example, “multiple shooting methods” evolve the extended Hamiltonian equation from several starting points between the initial and final states, and then adjust the positions and initial conditions of each of these points so that the evolved trajectories form a unified whole.

We finish this subsection with a simple formal example that illustrates the role of $\tilde{g}$ in the variational problem.

Example 4.2. (How $\tilde{g}$ enters the Euler–Lagrange equations) Consider a simple (purely mathematical) situation in which $Q = \mathbb{R}^n$ and $g$ is the flat Euclidean metric. In this case, we can naturally identify $(\mathbb{R}^n)^* \simeq \mathbb{R}^n$ under which $F \simeq a = \ddot{q}$, the second ordinary time-derivative. The cost functional (4.2) yields

$$I' = \int_{t_0}^{t_f} h(\ddot{q}, \ddot{q}) \, dt \quad (4.3)$$

where $h \equiv h_{ij}(q)$ is an arbitrary metric induced by an underlying arbitrary cometric $\tilde{g}$ as in (3.1) (which here, because of the flat metric, simply implies lowering the indices by means of the Euclidean $g$). The boundary conditions on $(q, \dot{q}) \in \mathbb{R}^n \times \mathbb{R}^n$ are the same as in (4.1d). To get the corresponding Euler-Lagrange equations for this variational problem, we consider as usual a variation $\gamma = q(t, \epsilon), \epsilon \in (-\delta, \delta)$, respecting the boundary conditions, and sample for critical points of $I'$,

$$\frac{\partial I'[\gamma]}{\partial \epsilon} |_{\epsilon=0} = 0. \quad (4.4)$$

A straight-forward computation, involving twice integrating by parts, leads to the following 4th order ODE for the critical curve $q(t) \in Q$,

$$\frac{d^2}{dt^2} [h_{ij} \ddot{q}^j] = -\frac{1}{2} \partial_i h_{jk} \ddot{q}^j \ddot{q}^k, \forall i = 1, \ldots, n. \quad (4.5)$$

Notice that when $h_{ij}(q) = h_{ij}$ is constant, we obtain the Euclidean cubic spline equation: $d^4q/dt^4 = 0$. For general $h_{ij}(q)$, we see that its derivatives introduce a “bias” with respect to the Euclidean case. In the following subsection we shall interpret the extra terms appearing in an intrinsic geometric way, even for general $(Q, g, \tilde{g})$.

4.2. General solutions from Pontryagin’s Maximum Principle

In this subsection, we provide a system of differential equations which generalize to arbitrary triples $(Q, g, \tilde{g})$ both the ordinary cubic spline equations associated with a $(Q, g)$ and the ones obtained above in the particular case of Example 4.2. To handle the geometry in an invariant way, we resort to Pontryagin’s Maximum Principle (PMP, see [22]) and the techniques developed in [8].

We then focus on applying PMP to our optimal control problem (4.2) defined by $(Q, g, \tilde{g})$. This principle asserts that the solution $(\gamma(t), \dot{\gamma}(t)) \in TQ$ is the projection under the natural map $T^*(TQ) \to TQ$ of a solution of an extended Hamiltonian system $(T^*(TQ), \omega_c, H_{\text{max}})$. Here, $\omega_c$ is the canonical cotangent-bundle symplectic structure and the Hamiltonian function

$$H_{\text{max}} = \max_{u'} \{ H_w \} \quad (4.6)$$

is obtained as the maximum over a family of hamiltonians parameterized by the control $u'$ (which in the case of (4.2) is the acceleration $u' = a$). Also notice that this extended system has twice as many variables with respect to our initial first order problem on $TQ$. The extra variables will be denoted $(\alpha, p)$ and are thought of as auxiliary ‘co-state’ variables dual to the original $(q, v)$ in $TQ$, respectively (see more below).
Theorem 4.4. A curve \( \gamma(t) \in \mathcal{Q} \) is a solution to the optimal control problem defined in (4.2) by \((Q, g, \tilde{g})\) iff there exist curves \( \alpha(t) \) and \( p(t) \) in \( T_{\gamma(t)}^*Q \) such that \((q(t) = \gamma(t), v(t) = \dot{\gamma}(t), \alpha(t), p(t)) \) is a solution of the following (Hamiltonian) system of differential equations:

\[
\begin{align*}
\dot{q} &= v \\
\nabla_q v &= \frac{1}{2} h^*(\alpha, \bullet) \in T_{q(t)}Q \\
\nabla_q^* \alpha &= -p \\
\nabla_q^* p &= -\frac{1}{4} (\nabla^* h^*)^\circ (\alpha, \alpha) + \langle \alpha, R_g(\bullet, v) v \rangle \in T_{q(t)}^*Q,
\end{align*}
\]

where \( h^* \) is the cometric defined as the dual of the \( h \) given in equation (3.1), \( R_g \in \Omega^2(Q, \text{End}(TQ)) \) is the Riemann curvature tensor of the Levi-Civita connection \( \nabla \equiv \nabla^g \) associated with \( g \) and \( \nabla^* h^* \) is the tensor (3.9) measuring the compatibility between the cometric \( h^* \) and the connection \( \nabla^* \) on \( T^*Q \) dual to \( \nabla \).

Proof. We need to verify that the equations coming from PMP, as briefly recalled above, coincide with the ones given in the theorem. As mentioned, we follow [8] closely. First, the state equations \( v = \dot{q} \) and \( u = \nabla^g_q \bar{q} \) of our control problem are exactly those considered in that reference. The integrand in the cost functional (4.2) is given by the function \( c(q, u') = h(u', u')|_{\bar{q}}, \forall q \in \mathcal{Q} \) which is quadratic in the control. Following the general method of PMP, as explained in [8] for the present type of systems, one can use the global "splitting" diffeomorphism \( T^*(TQ) \simeq T^*Q \times_Q TQ \times_Q T^*Q \) induced by the connection \( \nabla \equiv \nabla^g \) and obtain the \( u' \)-family of Hamiltonians \( H_{u', \nabla} : T^*Q \times_Q TQ \times_Q T^*Q \rightarrow \mathbb{R} \) given by

\[
H_{u', \nabla} = -c(q, u') + \langle \alpha, u' \rangle + \langle p, v \rangle = -h(u', u')|_{\bar{q}} + \langle \alpha, u' \rangle + \langle p, v \rangle
\]

where \( q \in \mathcal{Q}, \alpha, p \in T_q^*Q \) and \( v \in T_qQ \) as in the statement of the theorem. PMP then involves finding the maximum of this family \( H_{u', \nabla} \) over the possible \( u' \). In the present case, due to the quadratic behaviour, the solution is simple and given by \( u'_{\text{max}} = \frac{1}{2} h^*(\alpha, \bullet) \) where \( h^* \) is the cometric dual to \( h \). The maximized Hamiltonian is then given by

\[
H_{\text{max}, \nabla} = \frac{1}{4} h^*(\alpha, \alpha) + \langle p, v \rangle.
\]

We thus need to compare the equations of motion for this Hamiltonian system \( (T^*Q \times_Q TQ \times_Q T^*Q, \omega_{\nabla}, H_{\text{max}, \nabla}) \) with the ones provided in the theorem. To that end, first note that the symplectic structure \( \omega_{\nabla} \) is the pullback of the canonical one on \( T^*(TQ) \) under the mentioned splitting diffeomorphism and that it is described in detail in [8], Proposition 1. Next, because the equations given in our theorem are globally defined, it is enough to verify that they coincide with the ones coming from PMP in a generic coordinate chart

\footnote{The functionals considered in [8], Proposition 2 are of the form \( \int_0^1 c(g(a,a))\,dt \) with \( c : \mathbb{R} \rightarrow \mathbb{R} \).}
induced by coordinates on $Q$. Finally, following [8], Proposition 1(iii), such coordinate form of the PMP-induced equations of the Hamiltonian system $(T^*Q \times_Q TQ \times_Q T^*Q, \omega_{\mathcal{V}}, H_{\text{max}, \mathcal{V}})$ with the above explicit Hamiltonian function (4.9) can be computed directly yielding:

\[
\dot{q}^i = v^i \\
\dot{v}^a + \Gamma^a_{ib} \dot{q}^i v^b = \frac{1}{2} (h^*)^{ac} \alpha_c \\
\dot{\alpha}_a - \Gamma^b_{ia} q^i \dot{\alpha}_b = -p_a \\
\dot{p}_i - \Gamma^b_{ia} v^a p_b = -\frac{1}{4} (\partial_i (h^*)^{ab} \alpha_a \alpha_b + 2 \Gamma^b_{ia} (h^*)^{ac} \alpha_b \alpha_c) + R^b_{ija} q^i v^a \alpha_b
\]

(4.10)

where all the indices $i, j, a, b, \text{etc.}$ run from $1, \ldots, \text{dim}Q$, the Christoffel symbols of the connection are defined by $\nabla^g_{\partial_q^i} \partial_q^r = \Gamma_{ia}^b \partial_{\partial_q^i} \partial_q^b$, and $R^b_{ija}$ denote the coefficients of the curvature tensor $R_g$ defined by $\nabla^g$. Appendix A provides more details on these coordinate expressions and, in fact, using the coordinate version (A.1) of (4.7) given in the Appendix, one readily verifies that the PMP-induced system (4.10) coincides exactly with the one given in the statement of the theorem. This finishes the proof. 

The Theorem’s system of equations (4.7) is expressed in terms of the relevant differential-geometric information underlying $(Q, g, \tilde{g})$. An interesting particular case is that of a general $(Q, g)$ with cometric $\tilde{g} = g^*$ given by the dual metric. In that case, $h = g$ by (3.3) and, as mentioned before, the biasing tensor vanishes, $\nabla^g g^* = 0$, as a consequence of $\nabla^g g = 0$. The equations can then be seen to reduce to the cubic Riemannian spline equations associated with $(Q, g)$, as described in [8] (see also below). Thus, the term $\nabla^g h^*$ can be interpreted as the geometric origin of the biasing away from the standard Riemannian splines.

**Remark 4.5. (Some hidden ingredients)** As mentioned in the above proof, we remark that the symplectic structure $\omega_{\mathcal{V}}$ on $T^*Q \times_Q TQ \times_Q T^*Q$ which makes the system (4.7) Hamiltonian is explicitly described in [8], as well as the diffeomorphism taking it to the canonical one $\omega_{\mathcal{C}}$ in $T^*(TQ)$. Also, we stress that the optimal control maximizing the underlying family of Hamiltonians $\{H_u, \mathcal{V}\}$ is explicitly given by $u_{\text{max}}^t = a_{\text{max}} = \frac{1}{4} h^*(\alpha, \bullet) \in T_Q$. Nevertheless, we shall not be using these ingredients further in this paper.

**Remark 4.6. (Comparing to the variational equation for $(Q, g)$ Euclidean)** Notice that in the case $Q = \mathbb{R}^n$ and $g$ is the Euclidean metric, this 1st order (Hamiltonian) system (4.7) is equivalent to the 4th order ODE for $q(t)$ and $g$ is the Euclidean metric, this 1st order (Hamiltonian) system (4.7) is equivalent to the 4th order ODE for $q(t)$ in Example 4.2. To see this, we use the first three equations to get that $\alpha = 2h(\tilde{q}, \bullet)$ and $p = -\frac{1}{4} (2h(\tilde{q}, \bullet))$ or, in standard coordinates, $\alpha_i = 2h_{ij} \tilde{q}^j$ and $p_i = -\frac{1}{4} (2h_{ij} \tilde{q}^j)$. We also recall that $R_g = 0$ and that, since $h^* \equiv (h^*)^{ij}$ is given by the inverse matrix of $h \equiv h_{jk}$, we have the identity $\partial_i (h^*)^{jk} h_{kl} = -(h^*)^{jk} \partial_i h_{kl}$. Substituting the above into the last equation in (4.7), we recover equation (4.5) of Example 4.2.

It is straightforward to verify that this Hamiltonian (1st order) system is equivalent to the 4th-order ODE for the curve $q(t) \in Q$ given by

\[
\nabla_{\tilde{q}} \nabla_{\tilde{q}} (h^*(\nabla_{\tilde{q}} \tilde{q})) = -\frac{1}{2} (\nabla^g h^*)_{\tilde{q}} (h^*(\nabla_{\tilde{q}} \tilde{q}), h^*(\nabla_{\tilde{q}} \tilde{q})) - h(\nabla_{\tilde{q}} \tilde{q}, R_g (\bullet, \tilde{q}) \dot{\tilde{q}}),
\]

(4.11)

where we return momentarily to the standard notation $h^* : TQ \rightarrow T^*Q, v \mapsto h(v, \bullet)$ to avoid confusion with the other bullets appearing in the equation. As observed in Remark 4.6, this equation generalizes the one found variationally in Example 4.2 when $(Q = \mathbb{R}^n, g)$ was Euclidean and, at the same time, organizes the extra $h$-terms (equiv. $\tilde{g}$-induced terms) in an intrinsic geometric way. Moreover, when $\tilde{g} = g^*$, the above equation reduces to the 4th order cubic Riemannian spline equation in $(Q, g)$ (see [5, 6] and [8], equation (19), as well as Eq. (4.15)). This follows from $\nabla^g g^* = 0$ and $\nabla^g g^* = g^* \nabla$. 
4.3. Description of optimal trajectories

In this subsection, we describe conceptually the trajectories which solve the optimal control problem associated with \((Q, g, \tilde{g})\). We begin with the known case in which \(\tilde{g} = g^*\) and the trajectories are Riemannian splines or geodesics. We then use this case to describe by contrast what happens in the biased-splines and geodesics case (i.e. for general \(\tilde{g} \neq g^*\)).

4.3.1. The dual metric case: Riemannian Splines and Geodesics

If we take cometric \(\tilde{g} = g^*\) to be the dual of \(g\), then the induced metric \(h\) defined by (3.1) yields \(h = g\). As mentioned before, the solutions to the control problem (4.2) (equiv. (4.1c)) are given by cubic Riemannian splines on \((Q, g)\) (see [5, 6, 8]). We shall provide in the sequel a conceptual analysis of these curves to be used later.

Review of cubic Euclidean splines. As mentioned in Example 4.2, cubic splines in \(\mathbb{R}^n\) are trajectories that can be described extrinsically as cubic polynomials in time,

\[
q(t) = q_0 + tq_1 + t^2q_2 + t^3q_3
\]

(giving them their name) or, equivalently, in terms of the intrinsic requirement of having zero snap,

\[
s = \frac{d^4}{dt^4}x = \frac{d^2}{dt^2} \ddot{x} = 0.
\]

These curves are the lowest-order curves capable of connecting arbitrary position-and-velocity boundary conditions given by (4.1d). As we saw in Example 4.2, the cubic spline connecting a pair of position-and-velocity boundary conditions minimizes \(I' = \int_{t_0}^{t_f} |\dot{q}|^2 dt\) over all such curves. Intuitively, this rests on the principle that the cost function favors trajectories that traverse short paths between the points (reducing the overall magnitude of the required acceleration), and trajectories that spread their acceleration evenly over time (reducing the quadratic penalty for concentrating the acceleration at any one point). The linear acceleration profile of a cubic spline balances path shortness against curvature concentration.

Splines on manifolds. Acceleration-minimizing trajectories \(\gamma(t) \in Q\) on manifolds with curvature or non-Cartesian parameterizations typically cannot be described extrinsically via cubic polynomials. It is, however, possible to generalize the intrinsic (snap-based) definition of a cubic spline onto the Riemannian case associated with \((Q, g)\). To describe this case, we first take the acceleration, jerk, and snap of the trajectory \(\gamma(t) \in Q\) to be calculated covariantly along the trajectory, producing a system of equations

\[
v = \dot{\gamma}
\]
\[
a = \nabla_v v
\]
\[
j = \nabla_v a
\]
\[
s = \nabla_v j
\]

which can be integrated over time for known \((\gamma, v, a, j)\) initial conditions and a specified snap function.

The trajectory which minimizes \(I' = \int_{t_0}^{t_f} g(a, a) dt\) is determined by the condition (see e.g. [8], Eq. (19)) that the covariant snap of the acceleration is determined by the curvature \(R_g\) as

\[
s = -R_g(a, \dot{\gamma}) \gamma,
\]

for which the in-coordinate calculation formulas are given in Appendix A.

Let us discuss conceptually the right-hand side of (4.15). Intuitively, this curvature term describes how much “free” velocity change the trajectory can capture by exploiting the curvature of the manifold: In regions of the
manifold with negative curvature,\(^5\) neighboring trajectories diverge from each other. Because this divergence amplifies the acceleration that separates the neighboring trajectories, a trajectory that “invests” in early acceleration in a negative curvature region requires less total acceleration than a trajectory that keeps to a strictly linear acceleration profile, and so can have a lower total cost even though it pays a quadratic penalty on this initial investment.

Conversely, neighboring trajectories in regions of positive curvature converge; this convergence means that early accelerations are “taxed” over the remainder of the trajectory and thus that it is optimal to delay acceleration to reduce the time over which this penalty is assessed (even though this delay incurs a penalty from the instantaneous quadratic cost).

The Riemannian curvature term itself measures the divergence or convergence of neighboring trajectories as the difference between the tangent vector an infinitesimal step along the geodesic the system is currently following and the tangent vector an infinitesimal step along the geodesic it is accelerating onto. The negative of this curvature term thus provides an answer to “does the curvature of the manifold amplify or diminish the effect of acceleration applied at this point”.

**Force-based equation for ordinary \((Q, g)\) splines.** For later comparison with the general \((Q, g, \tilde{g})\) case, it is helpful to rewrite the above equations for the cubic Riemannian splines in terms of the equivalent force-based description with functional \(I\) given by (4.1c) with \(\tilde{g} = g^\ast\). Using the relation \(F = g(a, \bullet)\) and denoting the first and second derivatives of the force as the “yank” [15] and “tug” [23] experienced by the system, eqs. (4.14) and (4.15) become equivalent to

\[
\begin{align*}
  v &= \dot{x} & \text{velocity} \quad (4.16a) \\
  a &= \nabla_v v & \text{covariant acceleration} \quad (4.16b) \\
  F &= g(a, \bullet) & \text{force is dual to acceleration} \quad (4.16c) \\
  Y &= \nabla_v^\ast F & \text{covariant yank} \quad (4.16d) \\
  T &= \nabla_v^\ast Y = \langle F, -(R_g(\bullet, v)v) \rangle, & \text{covariant tug} \quad (4.16e)
\end{align*}
\]

where \(\nabla^\ast\) is the connection dual to \(\nabla^g\) as before. Note that because we set \(\tilde{g} = g^\ast\), we have \(h = g\) (see (3.1)) and \(\nabla^\ast h^\ast = 0\).

In the tug expression from (4.16e), \(\langle F, -(R_g(\bullet, v)v) \rangle\) measures the extent to which force applied to the system at the current time will “pay dividends” (reduce the future force needed to achieve a given change in velocity) or “be taxed” (such that the effect of any force applied to the system decays over time), and thus whether the system should “invest” or “withhold” force from the system. The construction of this term is somewhat more intricate than the simple dual of acceleration: because \(R_g(a, v)v\) returns a vector value and not a scalar, \(R_g(\bullet, v)v\) is a “covector of vectors”, which is reduced to a simple covector by the product operation of \(F\) with each of these vectors.

The above system is then equivalent to the Hamiltonian system (4.7) under \(\alpha = 2h(\nabla_v v, \bullet) = 2F\) and \(p = -2Y\). This fact also recovers the Hamiltonian description obtained in [8] of the 4th order \((Q, g)\)-cubic spline equation (4.15).

**Special case solutions.** Under certain classes of start and end velocity constraints on the trajectory, cubic Riemannian splines have additional interesting properties:

1. If the initial and final velocities \(q_0\) and \(q_f\) are left unspecified, then the solutions to the optimization problem are geodesic trajectories on \((Q, g)\) between \(q_0\) and \(q_f\). To see this, observe that geodesic trajectories have no covariant acceleration, such that if there exists a geodesic passing through \(q_0\) and \(q_f\) (i.e., the start and end points lie in a geodesically-convex region of the configuration space), the geodesic is a minimizer of the squared covariant acceleration over the trajectory. If there is more than one geodesic connecting

\[^5\]Specifically, negative curvature in the \((\gamma, a_\gamma)\) section. Note that the vectors defining the section appear in reverse order in the arguments of \(R_g\).
the points, all of these geodesics minimize the squared covariant acceleration to zero (but they can be discriminated amongst by noting that the time taken to traverse each geodesic at a given level of kinetic energy is proportional to its pathlength).

2. If the initial and final speeds are zero (i.e., the commanded trajectories are point-to-point motions with zero velocity at the ends), then the solutions to the optimization problem follow the same paths as the geodesics of \((Q, g)\), but with position along the path described by a cubic function of time rather than the linear (constant-speed) progression of a geodesic. To see this, assuming again that \(q_0\) and \(q_f\) lie in a geodesically-compact region of the configuration space, the geodesics represent straightline paths between the points, and so require no lateral acceleration. The shortest geodesic is also the shortest path between the points; it thus requires the smallest average speed to traverse the curve in a given time, and therefore the least tangential acceleration to achieve this average speed while starting and ending at rest.

3. If \(\dot{q}_0\) or \(\dot{q}_f\) is non-zero, then the shape of the Riemannian spline solution resembles that of a “stiff beam” whose end or ends are clamped into a fixed orientation and stretch at the endpoints. As per the definition of the cost function, the specific shape assumed by the trajectory minimizes the integrated-squared-norm of its covariant acceleration, which has the effect of making the time-progression move slowly over sections of high path-curvature (as if the “beam” material contracts as it bends, making it denser in curved regions).

   Note that this beam analogy does not extend to there being “buckled” solutions for the trajectory when the boundary conditions require the speeds at the endpoints to be faster than the average speed over the trajectory – unlike a physical beam with a fixed length, for which buckling can relieve compressive stress, moving away from the most direct path between the specified endpoints does not “absorb any length”, and so does not reduce the amount by which the trajectory must slow down and speed up to match the boundary speeds to the total time for the trajectory.

4.3.2. The general cometric case: Biased Riemannian Splines and Geodesics

In this subsection, we provide a conceptual description of the biased splines and geodesics associated with the data \((Q, g, \tilde{g})\), which were theoretically characterized in Theorem 4.4. The idea is, later, to apply these results to the case \(\tilde{g} = \tilde{g}_\tau\) given by the torque-cost cometric of a robotics problem.

The Hamiltonian system (4.7) can be re-written in a form which generalizes the force-based spline equations in (4.16) to account for arbitrary cometrics. To this end, we replace the force \(F\) covector in (4.16) with the effort covector \(E = h(a, \bullet)\) described in Section 3.1.2 (which reduces to \(F\) when \(\tilde{g} = g^*\)). The second equation in (4.7) then reads \(\alpha = 2E\) while the third equation reads \(p = -2\nabla^*_v E\). With these, we obtain the equivalent effort-based system,

\[
\begin{align*}
v &= \dot{x} & \text{velocity} \\
a &= \nabla_v v & \text{covariant acceleration} \\
E &= h(a, \bullet) & \text{effort} \\
\dot{Y} &= \nabla^*_v E & \text{effort-yank} \\
\tilde{T} &= \nabla^*_v Y = \langle E, -(R_g(\bullet, v)v) \rangle + \frac{1}{2}(\nabla^* h^*)(E, E) & \text{effort-tug}
\end{align*}
\]

The last term above can be interpreted as accounting for changes in the induced cometric \(h^*\) that change the effort required to generate system force at different configurations \(q \in Q\) (e.g., the leverage that the actuators have on the system components). As noted before, these changes are geometrically captured by the tensor \(\nabla^* h^*\) (see Eq. (3.9) with \(\tilde{g} = h^*\) there) which measures the incompatibility of the induced cometric \(h^*\) with the kinetic metric geometry. Also as mentioned before, note that when \(Q = \mathbb{R}^n\) and \(g\) is Euclidean, the above system reduces to the 4th order equation (4.5) for \(q(t)\) which was derived variationally in Example 4.2 (see also Rem. 4.6 for details on the comparison to the Hamiltonian system (4.7)).
Some qualitative observations about biased splines. For latter use, let us assume that the cometric \( \tilde{g} = \tilde{g}_\tau \) is given as the torque cometric discussed in Section 3. In this case, the instantaneous cost is calculated in the joint coordinates as

\[
\tilde{g}(F, F) = \begin{bmatrix} F^T \\ \tau_1 \\ \vdots \\ \tau_n \end{bmatrix} \begin{bmatrix} \tau_1 \\ \vdots \\ \tau_n \end{bmatrix}.
\] (4.18)

The covariant acceleration and dualization operations that produce \( F \) in (4.1b), however, remain unchanged (because they rely only on the metric and are independent of the choice of cometric). Together, these two properties of the system equations mean that the torque-optimal trajectories have the following characteristics vis-a-vis the ordinary Riemannian splines case (where \( \tilde{g} = g^* \)):

- If the initial and final velocities are left unspecified, then the torque-optimal trajectory between the initial and final positions is the \((Q, g)\) geodesic determined by \( q_0, q_f \in Q \). This happens because acceleration is zero, \( a = 0 \), along the geodesic, hence the force is also zero, minimizing its integral \( I \).
- If the initial and final velocities are specified, the torque-optimizing trajectories follow paths similar to the geodesics but “biased” so that they are more aligned with the minor axis of \( \tilde{M} \).

In coordinates where the cometric is flat (e.g., the actuator coordinates of a mechanical system), this alignment “blunts” the effect of a non-flat mass matrix, pulling the optimal trajectory to be closer to a straight line or simple Euclidean spline as seen in those coordinates. In coordinates where the cometric is not flat, the bias may introduce “buckled” solutions in which it is advantageous to accept some extra length and curvature to reduce the cost of the minimum necessary accelerations dictated by the boundary conditions.

4.4. Examples

In this subsection, we provide several simple examples of physical systems defined by data \((Q, g, \tilde{g})\) in which we can observe and understand the departure of biased splines and geodesics from their ordinary counterparts. For these examples, we have selected two systems that minimally illustrate the effects of using cometrics that are not dual to the metric, along with a third system that demonstrates these effects in something closer to a real-world scenario:

1. A system with a flat metric and a non-flat cometric
2. A system with a non-flat metric and a flat cometric
3. A two-link robotic arm with two different actuation schemes.

We present additional examples of the differences between optimizing against the dual-mass and torque-squared cometrics (considered in the context of cyclic trajectories and locomotion) in [24].

Example 4.7. Our first example system is a flat manifold (Euclidean plane) equipped with a cometric for which the cost of forces in the \( x \) direction increases quadratically with \( y \), i.e. with \( g \) and \( \tilde{g} \) instantiated as

\[
M = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad \tilde{M} = \begin{bmatrix} 1 + 10y^2 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{(4.19)}.
\]

If we specify the boundary conditions as being at two points separated by some amount in the \( x \) direction and starting and ending at rest, then the acceleration-optimal trajectory under \((M, M^*)\) is an acceleration/deceleration motion along the line connecting these points, and the torque-optimal trajectory dips towards the \( y = 0 \) line as illustrated in Figure 9.
there is no $x$-acceleration at the midpoint, so the cheaper $x$-acceleration at this point plays no role in the cost of the trajectory. Instead, the shape of the trajectory is a result of the ends of the trajectory (where $x$-acceleration happens) being at a lower $y$ value than the straight line, along with the property that the distortion in the cometric makes adding $y$ acceleration to an existing $x$ acceleration very inexpensive.

If, as illustrated in Figure 10, we set the initial and final velocities to be parallel with the geodesic connecting the endpoints, but with speeds much greater than the geodesic speed for the given time interval, the acceleration-optimal curve suffers a hard deceleration along the geodesic path to kill time, followed by a hard acceleration to satisfy the ending boundary condition. Given sufficiently large “compression” of the boundary conditions in this manner, the torque-optimal trajectory may “loop”, delaying any $x$ deceleration until it can take advantage of the reduced force cost near $y = 0$, and then accepting a greater total $x$-acceleration (moving with negative $x$-velocity instead of simply slowing down) in exchange for not having to apply $x$ force at large $y$.

Finally, setting the initial and final velocities to leave and return to the geodesic between the endpoints, as illustrated in Figure 11, demonstrates that the offset from the geodesic spline to the biased spline can be in different directions based on the structure of the curve: When the geodesic spline is entirely in a positive-$y$ region, the biased spline is shifted “down” towards $y = 0$, but when the geodesic spline crosses the $y = 0$ line, the bias is “inside” the geodesic spline rather than a bulk offset.

Example 4.8. Our second example replaces the dual metric on the sphere with a cometric that is flat in longitude-latitude coordinates (corresponding to having a yaw-pitch mechanism with equal motor costs). As illustrated in Figure 12, this change results in torque-optimal trajectories that rise less in latitude than do the great-circle geodesics between the endpoints.

Given that the change from $M^*$ to $\tilde{M}$ makes $\lambda$-acceleration less expensive at large $\phi$, it might be intuitive to expect that the torque-optimal curves would rise to larger latitude than the geodesics, rather than smaller latitudes. Instead, however, the change in the trajectory can be better understood by noting that the horizontal stretch of the $\tilde{M}$ indicatrices relative to the $M^*$ indicatrices (and of the $N$ indicatrices relative to those of $M$)
Figure 10. Compressed boundary conditions with flat metric, quadratic cometric. Under highly “compressed” boundary conditions (initial and final velocities aligned with the geodesic connecting the endpoints, but with starting and end speeds much larger than average speed), the acceleration-optimal curve slows down to kill time and then speeds back up, but the torque-optimal trajectory can deviate from this line to take advantage of cheaper acceleration costs elsewhere in the configuration space.

Figure 11. Skewed boundary conditions with flat metric, quadratic cometric. If the initial and final velocity are not aligned with the geodesic between the endpoints, the bias in the optimal torque trajectories towards low-cost regions may be in different directions at different points along the curve.
\[
M = \begin{bmatrix} \cos^2 \phi & 0 \\ 0 & 1 \end{bmatrix} \quad \tilde{M} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad N = \begin{bmatrix} \cos^4 \phi & 0 \\ 0 & 1 \end{bmatrix}
\]

Figure 12. Sphere metric, flat cometric. Flattening the cometric on the sphere removes some of the incentive to add latitudinal acceleration into required longitudinal acceleration, so the torque-optimal trajectories are flatter than the geodesic-following acceleration-optimal trajectories.

Figure 13. Serial- and parallel-actuated two-link arms. The acceleration-optimal trajectory for a two-link arm with mass concentrated at the end of the arm is to move the mass in a straight line. Using the cometics corresponding to torques on the actuators leads to curves that initially move the mass more in the y direction and then in the x direction, with this effect more pronounced for parallel actuation.

means that at any point on the geodesic spline that is accelerating in both the λ and φ directions, the biased spline can afford to increase its λ acceleration, which flattens the trajectory. We also note that being at a large φ in the middle of the trajectory is not directly useful in reducing the torque-cost of the trajectory, because there is no λ-torque cost at that point.

Example 4.9. Finally, we consider the motion of a two-link arm whose mass is concentrated at the distal end of the link. As illustrated in Figure 13, the acceleration-optimal trajectories for moving this point-mass follow straight lines through the world. Imposing the actuator-torque cometics for serial actuation (a motor controlling the relative angle at each joint) or parallel actuation (a motor controlling the absolute orientation of each link) both result in torque-optimal curves that are biased away from these straight lines, with the bias more pronounced in the parallel-actuated mechanism, as would be expected from the larger aspect ratio in the world-space indicatrices for \( \tilde{M} \) and \( N \) illustrated in the middle-bottom plots in Figure 8.
Appendix A. Some Coordinate Formulas

Let $U \subset \mathbb{R}^d$ be an open subset with coordinates $q = (q^1, \ldots, q^d)$. We shall think of $U$ as a coordinate domain in a configuration manifold $Q$ and write down explicit coordinate formulas for some of the tensors that appear in our mechanical systems.

First, $(\partial_q)$ denotes the basis of $T U$ given by (constant) vector fields in $U$ and $(dq^i)$ the dual basis of $T^* U$.

A metric $g$ on $U$ is thus defined by its coefficient functions

$$g_{ij}(q) = g(\partial_{q^i}, \partial_{q^j})|_q.$$  

Similarly, a cometric $\tilde{g}$ on $U$ we have its coefficient functions

$$\tilde{g}^{ij}(q) = \tilde{g}(dq^i, dq^j)|_q.$$  

When $\tilde{g} = g^*$ is the dual of $g$, we have that the matrix $\tilde{M} = (\tilde{g}^{ij}(q))$ is the inverse of $M = (g_{ij}(q))$ at each $q \in U$.

Let $\nabla$ be the Levi-Civita connection on $T U$ induced by $g$ (or $\nabla$ any linear connection on $T U$). Its Christoffel symbols $\Gamma^k_{ij}$ are defined by

$$\nabla_{\partial_q} \partial_{q^j} = \Gamma^k_{ij} \partial_{q^k},$$

where Einstein’s summation convention will be used throughout. Note that there are well-known explicit formulas for the $\Gamma^k_{ij}$ in terms of the $g^{ij}$’s and their derivatives when $\nabla$ is the Levi-Civita connection:

$$g^{ij} \Gamma^k_{ij} = \frac{1}{2} \left( \partial_q g^{jk} + \partial_q g^{jl} - \partial_q g^{kl} \right).$$

The Riemann curvature $R^\nabla \in \Omega^2(U, \text{End}(TU))$ will be described by its tensorial coefficient functions $R^\nabla_{ijk} \equiv R^\nabla_{ijk}(q)$ defined by

$$\langle \alpha, R^\nabla(X, Y)Z \rangle = R^\nabla_{ijk} X^i Y^j Z^k \alpha_l,$$

where $X = X^i \partial_{q^i}$, $Y = Y^j \partial_{q^j}$, $Z = Z^k \partial_{q^k}$ are any vectors and $\alpha = \alpha_l dq^l$ any covector. There is an explicit well-known formula for the $R^\nabla_{ijk}$ in terms of the $\Gamma^k_{ij}$’s that follows from the definition of $R^\nabla$:

$$R^\nabla_{ijk} = \partial_q \Gamma^l_{jk} - \partial_q \Gamma^l_{ik} + \Gamma^l_{jm} \Gamma^m_{ik} - \Gamma^m_{im} \Gamma^l_{jk}.$$  

(This formula can be specialized further when $\nabla$ is the Levi-Civita connection, but this expression will not be needed here.)

With the above conventions, the biasing tensor $\nabla^* \tilde{g}$ is then given by

$$\langle \nabla^* \tilde{g} \alpha, \beta \rangle_q = \tau^l_{ij}(q) X^k \alpha_i \beta_j, \text{ for any } X = X^k \partial_{q^k}, \alpha = \alpha_l dq^l, \beta_j dq^j.$$
where the relevant coefficients $\tau_{ik}^j(q)$ are given by

$$\tau_{ik}^j(q) = \partial_q g_{il}^j + \Gamma_{il}^k g_{jk}^i + \Gamma_{il}^j g_{ik}^l.$$  

This follows directly from the definition of $\nabla^* \tilde{g}$ in equation (3.9) (taking $X = \partial_q$, $\omega_1 = dx^i$ and $\omega_2 = dx^j$ there).

Finally, let us now write down in coordinates the system of Hamiltonian equations (4.7) for the biased splines. The unknowns are: $\gamma(t) \equiv q(t) \in U$ a curve in the coordinate domain, $v(t) = \dot{q}(t) \in T_{\tilde{q}(t)} U = \mathbb{R}^d$ its velocity, and two 1-forms (along $q(t)$) $\alpha(t) = \alpha_i(t) dq^i$ and $p(t) = p_i(t) dq^i$. Note that the true unknowns behind $\alpha(t)$ and $p(t)$ are just the real-valued coefficients $(\alpha_i(t))$ and $(p_i(t))$ (the condition of the 1-forms being defined along $q(t)$ poses no constraint in the coordinate situation). With these notations, the eqs. in system (4.7) are then equivalent to the following system of scalar equations indexed by a given $i = 1, \ldots, d$ (all the other indices appearing are summation ones),

$$\dot{q}^i = v^i,$$

$$\dot{v}^i + \Gamma_{jk}^i \dot{q}^j v^k = \frac{1}{2} (h^*)^{ij} \alpha_j,$$

$$\dot{\alpha}_i - \Gamma_{jk}^i \dot{q}^j \alpha_k = -p_i,$$

$$\dot{p}_i - \Gamma_{jk}^i \dot{q}^j p_j = -\frac{1}{4} \tau_{ik}^j \alpha_j \alpha_k + R_{ijk}^l v^i v^j \alpha_l,$$

(A.1)

where $h^*$ is the cometric dual to the metric $h$ defined in (3.1) and $\tau_{ik}^j$ are the coefficients of $\nabla^* h^*$ defined above (with $\tilde{g} = h^*$).
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