THE ISOPERIMETRIC PROBLEM VIA DIRECT METHOD IN NONCOMPACT METRIC MEASURE SPACES WITH LOWER RICCI BOUNDS
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ABSTRACT. We establish a structure theorem for minimizing sequences for the isoperimetric problem on noncompact RCD($K, N$) spaces $(X, d, \mathcal{H}^N)$. Under the sole (necessary) assumption that the measure of unit balls is uniformly bounded away from zero, we prove that the limit of such a sequence is identified by a finite collection of isoperimetric regions possibly contained in pointed Gromov–Hausdorff limits of the ambient space $X$ along diverging sequences of points. The number of such regions is bounded linearly in terms of the measure of the minimizing sequence.

The result follows from a new generalized compactness theorem, which identifies the limit of a sequence of sets $E_i \subset X_i$ with uniformly bounded measure and perimeter, where $(X_i, d_i, \mathcal{H}^N)$ is an arbitrary sequence of RCD($K, N$) spaces.

An abstract criterion for a minimizing sequence to converge without losing mass at infinity to an isoperimetric set is also discussed. The latter criterion is new also for smooth Riemannian spaces.
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1. INTRODUCTION

The isoperimetric problem can be formulated on every ambient space possessing notions of volume measure $m$ and perimeter $P$ on (some subclass of) its subsets. Among sets having assigned positive volume, the problem deals with finding those having least perimeter. Among the most basic questions in the context of the isoperimetric problem, one would naturally ask whether there exist minimizers, called isoperimetric regions (or isoperimetric sets), but also what goes wrong in the minimization process in case such minimizers do not exist. The value of the infimum of the perimeter among sets of a given volume $V$ is called isoperimetric profile at $V$.
A natural class of spaces where to set the isoperimetric problem is given by metric measure spaces \((X, d, m)\) (see Section 2). Indeed, the nonnegative Radon measure \(m\) plays the role of a volume functional, and, together with a distance \(d\), it is possible to give a definition of perimeter \(P\) (see Definition 2.3). The smooth and more classical counterpart of these spaces is given by Riemannian manifolds. If \((M, g)\) is a Riemannian manifold of dimension \(N\), the natural Riemannian distance and the \(N\)-dimensional Hausdorff measure \(H^N\) yield the structure of metric measure space, and the corresponding definition of perimeter recovers the classical well-known notion à la Caccioppoli–De Giorgi. In fact, the theory of \(BV\) functions and of the perimeter functional on metric measure spaces has been blossoming in the last decades [48, 4, 5, 49, 7].

We are here interested in the problem of the existence of isoperimetric regions, assuming least possible hypotheses on the ambient space. Hence the most natural way to approach the problem is to argue by direct method, that is, by studying the behavior of a minimizing sequence of sets \(E_i\) of fixed volume \(V\) whose perimeter is converging to the isoperimetric profile at volume \(V\). It is therefore understood that, by usual precompactness and lower semicontinuity, the problem of existence is nontrivial only in case the ambient is noncompact (actually, with infinite measure), which we will always assume.

Already in the smooth ambient, the development of an effective theory of a direct method for the isoperimetric problem is a difficult task. Studying the problem in Euclidean solid cones, in [63] the authors identified a general mass splitting phenomenon of a minimizing sequence for the problem, where the sequence decomposes into two components, one converging in the space and the other diverging at infinity. Such result is here extended in our metric measure setting in Theorem 3.3. Combining this approach with a concentration-compactness argument, in [58] the author performed a better description of the possible mass lost at infinity for the problem on Riemannian manifolds satisfying some mild asymptotic hypotheses on their ends. The theory has then been successfully applied to get existence theorems in [51], further generalized in [55] and to the context of clusters in [61]. The theory has then been successfully applied to get existence theorems in [51] and further generalized in [55]. Finally, in [15] the above mentioned hypotheses on the ends of the manifold have been removed, further generalizing the method on Riemannian manifolds.

After the results in [15], it is today understood that, already in smooth Riemannian manifolds, the isoperimetric problem becomes trivial, i.e., the isoperimetric profile vanishes, unless it is assumed a lower bound on the Ricci curvature and a positive lower bound on the volume of unit balls. In fact, as one of the two hypotheses is not satisfied, one can find examples where a description of the behavior of minimizing sequences is actually compromised, see [15]. Therefore, it becomes natural to consider the isoperimetric problem on \(RCD(K, N)\) metric measure spaces, which are spaces encoding synthetic notions of Ricci curvature bounded below by \(K \in \mathbb{R}\) and dimension bounded above by \(N \in (0, +\infty]\), see Section 2. Moreover, we shall address in this work the case of \(RCD(K, N)\) spaces of the form \((X, d, H^N)\), i.e., endowed with the \(N\)-dimensional Hausdorff measure. We will call such spaces \(N\)-dimensional \(RCD(K, N)\) spaces. The case of arbitrary volume measures \(m\) appears to be more involved and related to a better understanding of the properties of the density of \(m\) with respect to the Hausdorff measure of the essential dimension of the space. We stress that the class of \(N\)-dimensional \(RCD(K, N)\) spaces, that has been recently introduced and studied in the works [45, 36, 14, 25], is the non-smooth generalization of the class of non collapsed Ricci limit spaces [30], in which a volume convergence theorem holds [35, 30]. The Riemannian assumption is necessary here to exploit the convergence and stability results of [6].

It is remarkable to notice that the development of a theory on such nonsmooth spaces already is a necessary consequence also of the approach by direct method of the isoperimetric problem on perfectly smooth Riemannian manifolds [15]. Indeed, nonsmooth \(RCD(K, N)\) spaces \((X, d, H^N)\)
arise as limits in the pointed Gromov–Hausdorff sense (Definition 2.12) of smooth manifolds \(M\) with Ricci and volume of unit balls bounded below along sequences of points diverging on \(M\).

Capitalizing on the methods developed in \cite{58, 15, 16}, we are able to give a description of the behavior of perimeter minimizing sequences for the isoperimetric problem on RCD spaces as follows, generalizing and improving our previous results. For the notation and the notions of convergence appearing in Theorem 1.1, see Section 2, Definition 2.12, and Definition 2.15 below.

**Theorem 1.1** (Asymptotic mass decomposition). Let \(K \leq 0\) and \(N \geq 2\). Let \((X, d, \mathcal{H}^N)\) be a noncompact \(\text{RCD}(K, N)\) space. Assume there exists \(v_0 > 0\) such that \(\mathcal{H}^N(B_1(x)) \geq v_0\) for every \(x \in X\). Let \(V > 0\). For every minimizing (for the perimeter) sequence of bounded sets \(\Omega_i \subset X\) of volume \(V\), up to passing to a subsequence, there exist a nondecreasing bounded sequence \(\{N_i\}_{i \in \mathbb{N}} \subset \mathbb{N}\), disjoint finite perimeter sets \(\Omega^d_{i,j} \subset \Omega_i\), and points \(p_{i,j}\), with \(1 \leq j \leq N_i\) for any \(i\), such that the following claims hold

- \(\lim_i d(p_{i,j}, p_{i,\ell}) = \lim_i d(p_{i,j}, o) = +\infty\), for any \(j \neq \ell \leq \overline{N}\), and any \(o \in X\), where \(\overline{N} := \lim_i N_i < +\infty\);
- \(\Omega^d_{i,j}\) converges to \(\Omega \subset X\) in the sense of finite perimeter sets, \(\mathcal{H}^N(\Omega^d_{i,j}) \to i \mathcal{H}^N(\Omega)\), and \(P(\Omega^d_{i,j}) \to i P(\Omega)\). Moreover \(\Omega\) is an isoperimetric region in \(X\);
- for every \(0 < j \leq \overline{N}\), \((X, d, \mathcal{H}^N, p_{j})\) converges in the pmGH sense to a pointed \(\text{RCD}(K, N)\) space \((X_j, d_j, \mathcal{H}^N, p_j)\). Moreover there are isoperimetric regions \(Z_j \subset X_j\) such that \(\Omega^d_{i,j} \to i Z_j\) in \(L^1\)-strong and \(P(\Omega^d_{i,j}) \to i P(Z_j)\);
- it holds that

\[
I_X(V) = P(\Omega) + \sum_{j=1}^{\overline{N}} P(Z_j), \quad V = \mathcal{H}^N(\Omega) + \sum_{j=1}^{\overline{N}} \mathcal{H}^N(Z_j).
\]

(1.1)

Theorem 1.1 states a general behavior for minimizing sequences of the isoperimetric problem. Roughly speaking, the mass of a sequence splits into at most finitely many pieces and it is totally recovered by finitely many isoperimetric regions sitting in spaces possibly “located at infinity” with respect the original ambient space. Notice that Theorem 1.1 is not an existence theorem, nor it is a nonexistence result, instead it is a general tool for treating the problem by direct method. With such theorem it is then possible to recover the main existence and nonexistence results previously proved in \cite{51, 15, 13}, and, actually, to suitably extend those to the nonsmooth RCD setting. We also mention that, taking into account Proposition 4.1 below, (1.1) can be thought as a generalized existence result of isoperimetric regions.

The asymptotic mass decomposition result above actually follows from the following new result of generalized compactness of sequences of sets with uniformly bounded volume and perimeter. Notice that a generalized compactness result like the following one has been proved in \cite{55} in the Riemannian setting.

**Theorem 1.2** (Generalized compactness). Let \(K \in \mathbb{R}\) and \(N \geq 2\). Let \((X_i, d_i, \mathcal{H}^N)\) be a sequence of \(\text{RCD}(K, N)\) spaces, and let \(E_i \subset X_i\) be bounded sets of finite perimeter such that \(\sup_i P(E_i) + \mathcal{H}^N(E_i) < +\infty\). Assume there exists \(v_0 > 0\) such that \(\mathcal{H}^N(B_1(x)) \geq v_0\) for every \(x \in X_i\), for every \(i\).

Then, up to subsequence, there exist a nondecreasing, possibly unbounded, sequence \(\{N_i\}_{i \in \mathbb{N}} \subset \mathbb{N}_{\geq 1}\), points \(p_{i,j} \in X_i\), with \(1 \leq j \leq N_i\) for any \(i\), and pairwise disjoint subsets \(E_{i,j} \subset E_i\) such that

- \(\lim_i d_i(p_{i,j}, p_{i,\ell}) = +\infty\), for any \(j \neq \ell < \overline{N} + 1\), where \(\overline{N} := \lim_i N_i \in \mathbb{N} \cup \{+\infty\}\);
- for every \(1 \leq j < \overline{N} + 1\), the sequence \((X_{i,j}, d_{i,j}, \mathcal{H}^N, p_{i,j})\) converges in the pmGH sense to a pointed \(\text{RCD}(K, N)\) space \((Y_j, d_{Y_j}, \mathcal{H}^N, p_j)\) as \(i \to +\infty\).
• there exist sets $F_j \subset Y_j$ such that $E_{i,j} \rightharpoonup F_j$ in $L^1$-strong and there holds

$$\lim_i \mathcal{H}^N(E_i) = \sum_{j=1}^N \mathcal{H}^N(F_j),$$  \hspace{1cm} (1.2)

$$\sum_{j=1}^N P(F_j) \leq \liminf_i P(E_i).$$  \hspace{1cm} (1.3)

Moreover, if $E_i$ is an isoperimetric set in $X_i$ for any $i$, then $F_j$ is an isoperimetric set in $Y_j$ for any $j < N + 1$ and

$$P(F_j) = \lim_i P(E_{i,j}),$$  \hspace{1cm} (1.4)

for any $j < N + 1$.

We notice that, in the first part of Theorem 1.2, no a priori minimality property is required on the sequence of sets $E_i$. Theorem 1.2 is clearly mostly useful in case the spaces $X_i$ in the statement are noncompact. Nevertheless, the statement applies also in case the diameter of the $X_i$’s is uniformly bounded, in which case one trivially finds $N_i = N = 1$ for any $i$.

In [17], the above results are crucially exploited to show useful properties of the isoperimetric profile of $\text{RCD}(K, N)$ spaces, without assumptions on the existence of isoperimetric sets. Building on such properties we shall prove a more explicit upper bound on the number $N$ in Theorem 1.1, which turns out to be bounded from above linearly in terms of the volume $V$. More precisely, we obtain the next corollary.

**Corollary 1.3.** Let $K \leq 0$, $N \geq 2$, and $v_0 > 0$. Then there exists $\varepsilon = \varepsilon(K, N, v_0) > 0$ such that the following holds.

Let $(X, d, \mathcal{H}^N)$ be a noncompact $\text{RCD}(K, N)$ space such that $\mathcal{H}^N(B_1(x)) \geq v_0$ for every $x \in X$. Let $V > 0$ and let $\Omega_i \subset X$ be a minimizing (for the perimeter) sequence of bounded sets of volume $V$. Letting $N$ be given by Theorem 1.1, then

$$N \leq 1 + \frac{V}{\varepsilon}.$$

We further present the last result of this work. Employing Theorem 3.3, we shall give an equivalent condition for a minimizing sequence for the isoperimetric problem to converge to an isoperimetric set without losing mass at infinity, see Theorem 1.4. This abstract condition involves a new function $I_X^N$, which can be interpreted as the isoperimetric profile at infinity (see Definition 5.1).

**Theorem 1.4.** Let $K \leq 0$, and let $N \geq 2$. Let $(X, d, \mathcal{H}^N)$ be a noncompact $\text{RCD}(K, N)$ space. Assume that the isoperimetric profile $I_X$ is continuous.

Let $V \in (0, \mathcal{H}^N(X))$. Then the following are equivalent.

1. $I_X(V) < I_X(V_1) + I_X^N(V_2)$ for all $V_1 + V_2 = V$ with $V_2 \in (0, V]$.
2. For any sequence $\Omega_k \subset X$ such that $\mathcal{H}^N(\Omega_k) \rightharpoonup V$ and $P(\Omega_k) \rightharpoonup I_X(V)$, there exists a subsequence converging in $L^1(X)$.

Let us briefly comment on the statement above. If $K \in \mathbb{R}$, $N \geq 2$, and $(X, d, \mathcal{H}^N)$ is an $\text{RCD}(K, N)$ space, we recall that the assumption that $I_X$ is continuous is equivalent to require that it is lower semicontinuous. Indeed, by [15, Lemma 3.1], the isoperimetric profile of these spaces is always upper semicontinuous.

Notice also that the item (1) in Theorem 1.4 implies that for any sequence $\Omega_k \subset X$ such that $\mathcal{H}^N(\Omega_k) = V$ and $P(\Omega_k) \rightharpoonup I_X(V)$ there exists a subsequence converging in $L^1(X)$, even without assuming the continuity of the isoperimetric profile. The proof is done verbatim as in the proof of Theorem 1.4, by using Theorem 3.3.
Moreover, the latter implication holds on open subsets of complete Riemannian manifolds because its proof only relies on Ritoré–Rosales Theorem, cf. [63, Theorem 2.1] (see also the discussion in Remark 3.4).

We also observe that Item (2) (or, equivalently, (1)) in Theorem 1.4 is a much stronger property than just existence of isoperimetric regions. Such property clearly does not hold on $\mathbb{R}^N$, or in general on noncompact spaces endowed with some strong homogeneity structure, like simply connected models of constant sectional curvature $K \leq 0$. However, in presence of a homogeneity structure on the space, one expects to be able to apply Theorem 1.1 much more directly and that Theorem 1.4 is not needed (see also [40, 59]).

On the other hand, one expects that Theorem 1.4 is applicable on spaces with no homogeneity invariance satisfying some asymptotic assumptions. For instance, it follows from Lemma 5.3 that if $I_X$ is strictly subadditive on $(0, V]$ and $I_X^\infty(V) > I_X(V)$, then item (1) is satisfied, and thus by Theorem 1.4 existence of isoperimetric regions of volume $V$ holds. After [17], this reasoning applies, for example, to every noncompact $\text{RCD}(0,N)$ space $(X,d,H^N)$ (different from $\mathbb{R}^N$) that is Gromov–Hausdorff asymptotic to $\mathbb{R}^N$ at infinity. This also extends to the nonsmooth setting some existence theorems in [15]. More generally, Theorem 1.4 is applicable under various asymptotic assumptions on the space. For instance, it can be employed to get a second proof of the main existence results in [13] reformulated on possibly nonsmooth $\text{RCD}(0,N)$ spaces.

We conclude this introduction by mentioning some applications in relation with the existing literature.

Understanding existence or nonexistence of isoperimetric regions in relation with the geometric properties of an ambient space is certainly an intriguing problem in its own. As mentioned above, existence issues in Euclidean solid cones have been investigated in [63]. In more general convex bodies, it is treated in [46]. The existence of isoperimetric sets on Riemannian manifolds $(M^n,g)$ with compact quotient $M/\text{Iso}(M^n)$ has been pointed out by Morgan [52, Chapter 3], building also on [2]. On nonnegatively curved surfaces, a complete positive answer to the existence of isoperimetric sets has been given in [62]. The existence of isoperimetric sets in 3-manifolds with nonnegative scalar curvature and asymptotically flat asymptotics has been established in [27]. Existence results for isoperimetric sets of large volumes in asymptotically flat manifolds were also obtained in [37, 38, 57], in asymptotically hyperbolic spaces in [33], and in the asymptotically conical case in [34]. When the ambient space is a nonnegatively Ricci curved cone, isoperimetric regions exist for any given volume and are actually characterized [54]. Recently, the isoperimetric problem for large volumes in nonnegatively Ricci curved manifolds has been studied in [13]. As discussed more diffusely in [15], it is possible to recover several of the above mentioned existence result by employing a tool like Theorem 1.1.

On the other hand, existence issues for the isoperimetric problem are also related to the other important questions on the geometry of the ambient where the problem is set. For instance, the problem is related to the existence of foliations by constant mean curvature hypersurfaces in the end of a manifold [33, 34]. Moreover, the existence of isoperimetric regions has been crucial for the derivation of differential properties of the isoperimetric profile [19, 53, 21, 20, 22]. As shown in [17], Theorem 1.1 is a crucial ingredient for proving such properties without assuming existence of isoperimetric regions, as well as, for deriving isoperimetric inequalities and other geometric functional inequalities like the ones contained in [1, 18, 24].

**Organization.** In Section 2 we show a concentration-compactness criterion in arbitrary metric measure spaces, see Lemma 2.1, which will be useful for the proof of Theorem 1.2. In addition we discuss basic properties of $\text{BV}$ functions, sets of finite perimeter, and $\text{CD}$ and $\text{RCD}$ spaces. We discuss the relative isoperimetric inequality, together with some consequences. After the discussion of convergence and stability properties of finite perimeter sets along converging sequences of $\text{RCD}$ spaces, we conclude the section by proving the local Hölder continuity of the isoperimetric profile on $\text{RCD}(K,N)$ spaces with a uniform bound from below on the volume of unit balls, see
Lemma 2.23.  
In Section 3 we prove the first main mass splitting result for minimizing sequences, see Theorem 3.3, which extends to our setting the one in [63].  
In Section 4 we prove the main results of the paper Theorem 1.2, and Theorem 1.1.  
In Section 5 we prove Theorem 1.4.  
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2. Preliminaries and auxiliary results

We recall that a metric measure space, m.m.s. for short, \((X, d, m)\) is a triple where \((X, d)\) is a locally compact separable metric space and \(m\) is a nonnegative Borel measure bounded on bounded sets. A pointed metric measure space is a quadruple \((X, d, m, x)\) where \((X, d, m)\) is a metric measure space and \(x \in X\) is a point. For simplicity, and since it will always be our case, we will always assume that given \((X, d, m)\) a m.m.s. the support \(\text{spt} m\) of the measure \(m\) is the whole \(X\). We denote with \(B_r(x)\) the open ball of radius \(r\) and center \(x\) in \(X\).

2.1. Concentration-compactness on sequences of metric measure spaces. The following version of the concentration-compactness theorem is a slight improvement of [15, Lemma 4.3] (cf. also [58, Lemma 2.1]) but it is stated in the broad generality of metric measure spaces.

Lemma 2.1 (Concentration-compactness). Let \((X_i, d_i, m_i)\) be a sequence of metric measure spaces. Let \(E_i \subset X_i\) be a sequence of bounded measurable sets such that \(\lim_i m_i(E_i) = W \in (0, +\infty)\). Then, up to passing to a subsequence, exactly one of the following alternatives occur.

1. For any \(R > 0\) it holds
   \[
   \limsup_{p \in X_i} m_i(E_i \cap B_R(p)) = 0.
   \]

2. There exists a sequence of points \(p_i \in X_i\) such that for any \(\varepsilon \in (0, W/2)\) there exist \(R \geq 1\), \(i_\varepsilon \in \mathbb{N}\) such that \(|m_i(E_i \cap B_{R}(p_i)) - W| \leq \varepsilon\) for any \(i \geq i_\varepsilon\), and any \(R' \geq R\). Moreover, there is \(I \in \mathbb{N}, \, r \geq 1\) such that \(m_i(E_i \cap B_r(p_i)) \geq m_i(E_i \cap B_r(q))\) for any \(q \in X\) and \(m_i(E_i \cap B_r(p_i)) > W/2\) for any \(i \geq I\).

3. There exist \(w \in (0, W)\) such that for any \(\varepsilon \in (0, w/2)\) there exist a sequence of points \(p_i \in X_i\) and \(R \geq 1\), \(i_\varepsilon \in \mathbb{N}\), and a sequence of open sets
   \[
   U_i = X_i \setminus B_{R_i}(p_i)
   \]
   such that
   \[
   |m_i(E_i \cap B_R(p_i)) - w| < \varepsilon,
   \]
   \[
   |m_i(E_i \cap U_i) - (W - w)| < \varepsilon,
   \]
   \[
   m_i(E_i \cap B_R(p_i)) \geq m_i(E_i \cap B_R(q)) \quad \forall q \in X_i,
   \]
   for every \(i \geq i_\varepsilon\).

Proof. Define \(Q_i(p) := \sup_{p \in X_i} m_i(E_i \cap B_r(p))\). The functions \(Q_i : (0, +\infty) \rightarrow \mathbb{R}\) are non-decreasing and uniformly bounded, since \(m_i(E_i) \rightarrow W\). Hence the sequence \(Q_i\) is uniformly bounded in \(BV_{\text{loc}}(0, +\infty)\) and then, up to subsequence, there exists a nondecreasing function \(Q \in BV_{\text{loc}}(0, +\infty)\) such that \(Q_i \rightarrow Q\) in \(BV_{\text{loc}}\) and pointwise almost everywhere. Also, let us pointwise define \(Q(p) := \lim_{\eta \rightarrow 0^+} \text{ess inf}_{(p-\eta, p]} Q\), so that \(Q\) is defined at every \(p \in (0, +\infty)\). Moreover, observe that \(Q(p) \leq W\) for any \(p > 0\). Now three disjoint cases can occur, distinguishing the cases enumerated in the statement.
(1) We have that \( \lim_{\rho \to +\infty} Q(\rho) = 0 \), and hence \( Q \equiv 0 \) since it is nondecreasing. Then item 1 of the statement clearly holds.

(2) We have that \( \lim_{\rho \to +\infty} Q(\rho) = W \). Then there is \( r \geq 1 \) such that \( \exists \lim_i \sup \rho_i(E_i \cap B_r(p)) = Q(r) \geq \frac{3}{4} W \). Let \( p_i \in X_i \) such that \( \sup \rho_i(E_i \cap B_r(p)) = \rho_i(E_i \cap B_r(p_i)) \) for any \( i \). We claim that the sequence \( p_i \) satisfies the property in item 2. Indeed, let \( \varepsilon \in (0, W/2) \) be given. Arguing as above, since \( \lim_{\rho \to +\infty} Q(\rho) = W \), there is a radius \( r' > 0 \) and a sequence \( p'_i \in X \) such that \( \rho_i(E_i \cap B_{r'}(p'_i)) \geq W - \varepsilon \), and \( |\rho_i(E_i) - W| \leq \varepsilon \) for any \( i \geq i_\varepsilon \). Then \( d_i(p_i, p'_i) < r + r' \), for otherwise

\[
W \leftarrow \rho_i(E_i) \geq \rho_i(E_i \cap B_r(p_i)) + \rho_i(E_i \cap B_{r'}(p'_i)),
\]

and the right hand side is \( > W \) for \( i \) large enough. Hence taking \( R = r + 2r' \) we conclude that \( \rho_i(E_i \cap B_R(p_i)) \geq \rho_i(E_i \cap B_R(p_i)) \geq W - \varepsilon \) for \( i \geq i_\varepsilon \). Moreover \( \rho_i(E_i \cap B_R(p_i)) \leq \rho_i(E_i) \leq W + \varepsilon \), and thus we get the sought claim.

(3) We have that \( \lim_{\rho \to +\infty} Q(\rho) = w \in (0, W) \). Then for given \( \varepsilon \in (0, w/2) \) there is \( R \geq 1 \) such that

\[
w - \frac{\varepsilon}{8} \leq Q(R) = \lim_i \sup \rho(E_i \cap B_R(p)) = \lim_i \rho(E_i \cap B_R(p_i)),
\]

for some \( p_i \in X_i \), where in the last equality we used that

\[
\sup \rho_i(E_i \cap B_r(p)) = \rho_i(E_i \cap B_r(p_i)),
\]

for some \( p_i \) since \( E_i \) is bounded. This implies that \( \rho_i(E_i \cap B_R(p_i)) \geq \rho_i(E_i \cap B_R(q)) \) for any \( i \) and any \( q \in X_i \), and there is \( i_\varepsilon \) such that \( |\rho_i(E_i \cap B_R(p_i)) - w| < \varepsilon / 4 \) for \( i \geq i_\varepsilon \).

For \( i \geq i_\varepsilon \), there is an increasing sequence \( \rho_j \to +\infty \) such that \( Q(\rho_j) = \lim_i \rho_i(\rho_j) \) and we have

\[
w = \lim_{j \to +\infty} Q(\rho_j) = \lim_j \sup_i \rho_i(E_i \cap B_{\rho_j}(p)) \geq \lim_j \sup_i \rho_i(E_i \cap B_{\rho_j}(p_i))
\]

\[
= \lim_j \sup_i \rho_i(E_i \cap B_{\rho_j}(p_i)) + \rho_i(E_i \cap B_{\rho_j}(p_i) \setminus B_R(p_i))
\]

\[
\geq w - \frac{\varepsilon}{4} + \lim_j \sup_i \rho_i(E_i \cap B_{\rho_j}(p_i) \setminus B_R(p_i)).
\]

Then there is \( j_0 \) such that for any \( j \geq j_0 \) we have that \( \rho_j > R \) and there is \( i_j \), with \( i_j \) increasing to \( +\infty \) as \( j \to +\infty \), that satisfies

\[
\rho_i(E_i \cap B_{\rho_j}(p_i) \setminus B_R(p_i)) < \frac{\varepsilon}{2} \quad \forall i \geq \max\{i_\varepsilon, i_j\}. \tag{2.2}
\]

Hence define

\[
R_i := \rho_{\max\{j : i \geq i_j\}}.
\]

In this way \( \rho_i(E_i \cap B_{R_i}(p_i) \setminus B_R(p_i)) < \varepsilon / 2 \) for any \( i \geq \max\{i_\varepsilon, i_{j_0}\} \) by (2.2). Defining \( U_i := X_i \setminus \overline{B}_{R_i}(p_i) \) we finally get

\[
W \leftarrow \rho_i(E_i) = \rho_i(E_i \cap B_R(p_i)) + \rho_i(E_i \cap B_{R_i}(p_i)) + \rho_i(E_i \cap U_i)
\]

\[
\leq w + \frac{3}{4} \varepsilon + \rho_i(E_i \cap U_i),
\]

for \( i \geq \max\{i_\varepsilon, i_{j_0}\} \). By the first line in the above identity, recalling that \( |\rho_i(E_i \cap B_R(p_i)) - w| < \varepsilon / 4 \), we also see that \( \lim \sup_i \rho_i(E_i \cap U_i) \leq W - w + \varepsilon / 4 \). Hence the proof of item 3 is completed renaming \( \max\{i_\varepsilon, i_{j_0}\} \) into \( i_\varepsilon \) and by eventually taking a slightly bigger \( i \) in order to ensure the validity of the second inequality of item 3.

\( \square \)

**Remark 2.2.** The assumption on \( E_i \) bounded in Lemma 2.1 is not crucial. It can be removed with the drawback that the points \( p_i \) are quasi-maxima for \( x \mapsto \rho_i(E_i \cap B_R(x)) \).
2.2. Perimeter and isoperimetry on metric measure spaces and RCD spaces. We now discuss the basic definitions and properties of the objects involved in the following.

Definition 2.3 (Perimeter and isoperimetric profile). Let \((X, d, m)\) be a metric measure space. A function \(f \in L^1(X, m)\) is said to belong to the space of bounded variation functions \(BV(X, d, m)\) if there is a sequence \(f_i \in \text{Lip}_{\text{loc}}(X)\) such that \(f_i \to f\) in \(L^1(X, m)\) and \(\limsup_i \int_X \text{lip} \, f_i \, \mathrm{d}m < +\infty\), where \(\text{lip} \, u(x) := \limsup_{y \to x} \frac{|u(y) - u(x)|}{d(x,y)}\) is the slope of \(u\) at \(x\), for any accumulation point \(x \in X\), and \(\text{lip} \, u(x) := 0\) if \(x \in X\) is isolated. In such a case we define

\[
|Df|(A) := \inf \left\{ \liminf_i \int_A \text{lip} \, f_i \, \mathrm{d}m : f_i \in \text{Lip}_{\text{loc}}(A), f_i \to f \text{ in } L^1(A, m) \right\},
\]

for any open set \(A \subset X\).

If \(E \subset X\) is a Borel set and \(A \subset E\) is open, we define the perimeter \(P(E, A)\) of \(E\) in \(A\) by

\[
P(E, A) := \inf \left\{ \liminf_i \int_A \text{lip} \, u_i \, \mathrm{d}m : u_i \in \text{Lip}_{\text{loc}}(A), u_i \to \chi_E \text{ in } L^1_{\text{loc}}(A, m) \right\}.
\]

We say that \(E\) has finite perimeter if \(P(E, X) < +\infty\), and we denote by \(P(E) := P(E, X)\). Let us remark that the set functions \(|Df|, P(E, \cdot)\) above are restrictions to open sets of Borel measures that we denote by \(|Df|, P_X\) respectively, see [7], and [48].

The isoperimetric profile of \((X, d, m)\) is

\[
I_X(V) := \inf \{ P(E) : E \subset X \text{ Borel}, m(E) = V \},
\]

for any \(V \in [0, m(X)]\). If \(E \subset X\) is Borel with \(m(E) = V\) and \(P(E) = I_X(V)\), then we say that \(E\) is an isoperimetric region.

Definition 2.4 (PI space). Let \((X, d, m)\) be a metric measure space. We say that \(m\) is uniformly locally doubling if for every \(R > 0\) there exists \(C_D > 0\) such that the following holds

\[
m(B_{2r}(x)) \leq C_D m(B_r(x)), \quad \forall x \in X \forall r \leq R.
\]

We say that a weak local \((1,1)\)-Poincaré inequality holds on \((X, d, m)\) if there exists \(\lambda \geq 1\) such that for every \(R > 0\) there exists \(C_P\) such that for every pair of functions \((f, g)\) where \(f \in L^1_{\text{loc}}(X, m)\), and \(g\) is an upper gradient (cf. [44, Section 10.2]) of \(f\), the following inequality holds

\[
\int_{B_r(x)} |f - \bar{f}(x)| \, \mathrm{d}m \leq C_P r \int_{B_{\lambda r}(x)} g \, \mathrm{d}m,
\]

for every \(x \in X\) and \(r \leq R\), where \(\bar{f}(x) := \frac{1}{m(B_{\lambda r}(x))} \int_{B_{\lambda r}(x)} f \, \mathrm{d}m\).

We say that \((X, d, m)\) is a PI space when \(m\) is uniformly locally doubling and a weak local \((1,1)\)-Poincaré inequality holds on \((X, d, m)\).

Let us briefly introduce the so-called RCD condition for m.m.s., and discuss some basic and useful properties of it. Since we will use part of the RCD theory just as an instrument for our purposes and since we will never use in the paper the specific definition of RCD space, we just outline the main references on the subject and we refer the interested reader to the survey of Ambrosio [3] and the references therein. In this paper we adopt the definition of CD space as in [3, Definition 5.4] and of RCD space as in [3, Definition 7.4].

After the introduction, in the independent works [65, 66] and [47], of the curvature dimension condition CD\((K, N)\) encoding in a synthetic way the notion of Ricci curvature bounded from below by \(K\) and dimension bounded above by \(N\), the definition of RCD\((K, N)\) m.m.s. with \(N = \infty\) was first proposed and studied in [9], see also [8] for the case of \(\sigma\)-finite reference measures. Then, in [41], Gigli proposed the definition of RCD\((K, N)\) m.m.s. in the case \(N < \infty\) by joining together the CD\((K, N)\) condition together with the infinitesimally Hilbertianity, and with this definition he obtained the splitting theorem for RCD\((0, N)\) spaces in [42]. Later on, in [39] the authors prove
that in order to obtain the Bochner inequality in the finite dimensional case one should use the entropic CD condition together with the infinitesimal Hilbertianity, see also the approach in [12]. Finally, only after some years, after the work [28] the theory has been unified by showing that all the previous approaches to building the RCD theory in the finite dimensional case are equivalent.

Due to the compatibility of the RCD condition with the smooth case of Riemannian manifolds with Ricci curvature bounded from below and to its stability with respect to pointed measured Gromov–Hausdorff convergence, limits of smooth Riemannian manifolds with Ricci curvature uniformly bounded from below by $K$ and dimension uniformly bounded from above by $N$ are RCD($K,N$) spaces. Then the class of RCD spaces includes the class of Ricci limit spaces, i.e., limits of sequences of Riemannian manifolds with the same dimension and with Ricci curvature uniformly bounded from below [29, 30, 31, 32]. An extension of non collapsed Ricci limit spaces is the class of RCD($K,N$) spaces where the reference measure is the $N$-dimensional Hausdorff measure relative to the distance, introduced and studied in [45, 36, 14].

**Definition 2.5.** Given $K \in \mathbb{R}$ and $N \geq 1$, we call $N$-dimensional RCD($K,N$) space any metric measure space $(X, d, \mathcal{H}^N)$ which is an RCD($K,N$) space.

We stress that we adopt a different terminology with respect to [36], in which the spaces in Definition 2.5 are called non collapsed RCD spaces, ncRCD for short. This is to avoid confusion with the fact that usually in the literature a Riemannian manifold $M$ with volume measure $\text{vol}$ is said to be non collapsed when $\inf_{x \in M} \text{vol}(B_1(x)) > 0$. As a consequence of the rectifiability of RCD spaces [50, 26], we remark that if $(X, d, \mathcal{H}^N)$ is an RCD($K,N$) space then $N$ is an integer.

**Remark 2.6.** If $(X, d, m)$ is a metric measure space where $m$ is uniformly locally doubling, then for every $R > 0$ there exist constants $C_1 = C_1(R)$, $s := \log_2 C_D$, where $C_D$ is the doubling constant associated to $R$, such that

$$\frac{m(B_{r_2}(x))}{m(B_{r_1}(x))} \leq C_1 \left( \frac{r_2}{r_1} \right)^s,$$

for every $x \in X$ and every $r_1 \leq r_2 \leq R$. This is a pretty standard observation coming from the iteration of the uniformly local doubling property, cf. [44, Lemma 14.6].

If $(X, d, m)$ is CD($K,N$), then the same holds with $s = N$ and $C_1 = C_1(K,N,R)$.

In the following remark we record the famous Bishop–Gromov comparison results.

**Remark 2.7** (Models of constant sectional curvature and Bishop–Gromov Comparison Theorem). Let $N \in \mathbb{N}$ with $N \geq 2$ and $K \in \mathbb{R}$.

We denote by $v(N, K, r)$ the volume of the ball of radius $r$ in the (unique up to isometry) simply connected Riemannian manifold of sectional curvature $K$ and dimension $N$, and by $s(N, K, r)$ the volume of the boundary of such a ball.

For an arbitrary CD(($N-1)K$, $N$) space $(X, d, m)$ the classical Bishop–Gromov volume comparison holds. More precisely, for a fixed $x \in X$, the function $m(B_r(x))/v(N, K, r)$ is nonincreasing in $r$ and the function $P(B_r(x))/s(N, K, r)$ is essentially nonincreasing in $r$, i.e., the inequality

$$P(B_R(x))/s(N, K, R) \leq P(B_r(x))/s(N, K, r),$$

holds for almost every radius $R \geq r$, see [67, Theorem 18.8, Equation (18.8), Proof of Theorem 30.11]. Moreover, it holds that

$$P(B_r(x))/s(N, K, r) \leq m(B_r(x))/v(N, K, r),$$

for any $r > 0$, indeed the last inequality follows from the monotonicity of the volume and perimeter ratios together with the coarea formula on balls.

In addition, if $(X, d, \mathcal{H}^N)$ is an RCD($N-1)K,N$) space, one can conclude that $\mathcal{H}^N$-almost every point has a unique measured Gromov–Hausdorff tangent isometric to $\mathbb{R}^N$ ([36, Theorem...
well understood in the following settings of metric measure spaces. (Relative isoperimetric inequalities)

\[ \lim_{r \to 0} \frac{\mathcal{H}^N(B_r(x))}{v(N, K, r)} = \lim_{r \to 0} \frac{\mathcal{H}^N(B_r(x))}{\omega_N r^N} = 1, \quad \text{for } \mathcal{H}^N\text{-almost every } x, \quad (2.4) \]

where \( \omega_N \) is the Euclidean volume of the Euclidean unit ball in \( \mathbb{R}^N \). Moreover, since the density function \( x \mapsto \lim_{r \to 0} \frac{\mathcal{H}^N(B_r(x))}{\omega_N r^N} \) is lower semicontinuous (\cite[Lemma 2.2]{36}), it is bounded above by the constant 1. Hence, from the monotonicity at the beginning of the remark we deduce that, if \( (X, d, \mathcal{H}^N) \) is an RCD\((N - 1)K, N) \) space, then for every \( x \in X \) we have

\[ \mathcal{H}^N(B_r(x)) \leq v(N, K, r), \quad (2.5) \]

for every \( r > 0 \). Furthermore, combining (2.5) with (2.3), we also have that \( P(B_r(x)) \leq s(N, K, r) \) for any \( x \in X \) and \( r > 0 \). If also \( \mathcal{H}^N(B_1(x)) \geq v_0 > 0 \) for any \( x \in X \), then we have that if \( \mathcal{H}^N(B_{r_i}(x_i)) \to 0 \) then \( r_i \to 0 \) and \( P(B_{r_i}(x_i)) \to 0 \).

We state a general covering lemma proved in \cite{16}.

**Lemma 2.8** (Covering Lemma, \cite[Lemma 3.7]{16}). Let \( (X, d, m) \) be a metric measure space where \( m \) is uniformly locally doubling, let \( \overline{R} > 0 \), and let \( \rho \leq \overline{R} \).

1. Let \( C_1, s \) be the constants associated to the radius \( \overline{R} \) as in Remark 2.6. Hence, for any \( \alpha > 0, z \in X, \alpha \rho \leq R \leq \overline{R} \), it holds

\[ \sharp \mathcal{F} \leq C_1 \left( \frac{2R}{\alpha \rho} \right)^s, \]

for any family \( \mathcal{F} \) of disjoint balls of radius \( \alpha \rho \) contained in \( B_R(z) \).

2. If \( \Omega \subset X \) is open and \( D \subset \Omega \) is dense in \( \Omega \), there exist countably many points \( \{x_i\}_{i \in \mathbb{N}} \subset D \) such that

\[ B_{\frac{1}{2}}(x_i) \cap B_{\frac{1}{2}}(x_j) = \emptyset \quad \forall i \neq j, \]

\[ \bigcup_i B_{\rho}(x_i) \supset D, \]

\[ \bigcup_i B_{\lambda \rho}(x_i) \supset \Omega \quad \forall \lambda > 1. \quad (2.6) \]

Moreover, for any \( \beta \leq \overline{R} \) and \( z \in \bigcup_i B_{\beta \rho}(x_i) \), it holds

\[ \sharp \{ \text{balls } B_{\beta \rho}(x_i) : z \in B_{\beta \rho}(x_i) \} \leq \max \{ 1, C_1 (8\beta)^s \}, \quad (2.7) \]

where \( C_1, s \) are the constants as in Remark 2.6 associated to \( 2\overline{R}^2 \).

If \( (X, d, m) \) is CD\((K, N) \), then the same holds with \( s = N \).

**Remark 2.9** (Relative isoperimetric inequalities). Relative isoperimetric inequalities are today well understood in the following settings of metric measure spaces.

- PI SPACES. Let \( (X, d, m) \) be a PI space. Let \( \Omega \subset X \) be a bounded set, let \( R > 0 \), and let \( C_D, C_P \) be the corresponding doubling constant and Poincaré constant. Defining \( s := \log_2 C_D \), there exists a constant \( C'_{RI} = C'_{RI}(C_D, C_P, \lambda, R, \Omega) \) such that

\[ \min \left\{ m(B_r(x) \cap E)^{1 - \frac{s}{2}}, m(B_r(x) \setminus E)^{1 - \frac{s}{2}} \right\} \leq C'_{RI} P(E, B_{5 \lambda r}(x)), \quad (2.8) \]

for any \( r \leq R \) and \( x \in \Omega \), for any set of locally finite perimeter \( E \) in \( X \).

Moreover, if there exists \( v_0 > 0 \) such that \( m(B_1(x)) \geq v_0 \) for every \( x \in X \), then the constant \( C'_{RI} \) only depends on \( C_D, C_P, \lambda, R, v_0 \).
• CD(K, N) SPACES. Let (X, d, m) be an CD(K, N) space. Let Ω ⊂ X be a bounded set and let R > 0. Then there is a constant C_{RI} = C_{RI}(N, K, Ω, R) such that
\[ \min \left\{ m(B_r(x) \cap E)^{1-\frac{1}{N}}, m(B_r(x) \setminus E)^{1-\frac{1}{N}} \right\} \leq C_{RI} P(E, B_r(x)), \]
for any r ≤ R and x ∈ Ω, for any set of locally finite perimeter E in X.

Moreover, if there exists v_0 > 0 such that m(B_1(x)) ≥ v_0 for every x ∈ X, then the constant C_{RI} only depends on N, K, R, v_0.

The next lemma essentially states that, in the suitable setting, it is always possible to find a ball where the mass of a set of finite perimeter concentrates. Such result will be properly used to rule out the occurrence of the first alternative in Lemma 2.1.

**Lemma 2.10** (Local mass lower bound). Let (X, d, m) be a CD(K, N) space. Assume that m(B_1(x)) ≥ v_0 > 0 for any x ∈ X. Then there exists a constant C_M = C_M(N, K, v_0) > 0 such that for any finite perimeter set E with m(E) ∈ (0, +∞) there exists x_0 ∈ X such that
\[ m(E \cap B_1(x_0)) \geq \min \left\{ C_M \frac{m(E)^N}{P(E)^N}, \frac{v_0}{2} \right\}. \]

**Proof.** If there is x_0 ∈ X such that m(E ∩ B_1(x_0)) ≥ 1/2 m(B_1(x_0)), then m(E ∩ B_1(x_0)) ≥ v_0/2. So we can assume instead that
\[ m(E \cap B_1(x)) \leq \frac{1}{2} m(B_1(x)) \quad \forall x \in X. \quad (2.10) \]

We apply item (2) in Lemma 2.8 with Ω = D = X and β = ρ = 1, which yields a covering \{B_1(x_i)\}_{i \in N} of X. Let i_0 be such that
\[ L := \sup_{i \in N} m(E \cap B_1(x_i))^\frac{N}{2} \leq 2 m(E \cap B_1(x_{i_0}))^\frac{N}{2}. \]

By (2.10) and (2.9) we get
\[ m(E \cap B_1(x))^\frac{N-1}{2} \leq C_{RI} P(E, B_1(x)) \quad \forall x \in X, \quad (2.11) \]
where C_{RI} is the constant in (2.9) associated to R = 1. Therefore, using (2.11), (2.7), and the choice of i_0, we estimate
\[ m(E) \leq \sum_i m(E \cap B_1(x_i)) = \sum_i m(E \cap B_1(x_i))^\frac{1}{2} m(E \cap B_1(x_i))^\frac{N-1}{2} \leq L \sum_i C_{RI} P(E, B_1(x_i)) \leq 2 C_{RI} \max\{1, C_1 8^N\} P(E) m(E \cap B_1(x_{i_0}))^\frac{N}{2}, \quad (2.12) \]
where C_1 is as in Remark 2.6 with R = 1 and depends on K, N only. Hence (2.12) completes the proof.

**Remark 2.11.** Lemma 2.10 clearly holds at any fixed scale. More precisely, under the same assumptions of Lemma 2.10, for any R > 0 there exist constants C_1(R, N, K, v_0) > 0 and C_2(R, N, K) > 0 such that for any finite perimeter set E with m(E) ∈ (0, +∞) for any r ∈ (0, R] there exists x_0 ∈ X such that
\[ m(E \cap B_r(x_0)) \geq \min \left\{ C_1(R, N, K, v_0) \frac{m(E)^N}{P(E)^N}, C_2(R, N, K) v_0 r^N \right\}. \]

In the following treatment we introduce the pmGH-convergence already in a proper realization even if this is not the general definition. Nevertheless, the (simplified) definition of Gromov–Hausdorff convergence via a realization is equivalent to the standard definition of pmGH convergence in our setting, because in the applications we will always deal with locally uniformly doubling measures, see [43, Theorem 3.15 and Section 3.5]. The following definition is actually taken from the introductory exposition of [6].
**Definition 2.12** (pGH and pmGH convergence). A sequence \( \{(X_i, d_i, x_i)\}_{i \in \mathbb{N}} \) of pointed metric spaces is said to converge in the pointed Gromov–Hausdorff topology, in the pGH sense for short, to a pointed metric space \((Y, d_Y, y)\) if there exist a complete separable metric space \((Z, d_Z)\) and isometric embeddings

\[
\Psi_i : (X_i, d_i) \to (Z, d_Z), \quad \forall i \in \mathbb{N},
\]

\[
\Psi : (Y, d_Y) \to (Z, d_Z),
\]

such that for any \( \varepsilon, R > 0 \) there is \( i_0(\varepsilon, R) \in \mathbb{N} \) such that

\[
\Psi_i(B_R^X(x_i)) \subset \left[ \Psi_i(B_R^Y(y)) \right]_\varepsilon, \quad \Psi_i(B_R^Y(y)) \subset \left[ \Psi_i(B_R^X(x_i)) \right]_\varepsilon,
\]

for any \( i \geq i_0 \), where \([A]_\varepsilon := \{z \in Z : d_Z(z, A) \leq \varepsilon\} \) for any \( A \subset Z \).

Let \( m_i \) and \( \mu \) be given in such a way \((X_i, d_i, m_i, x_i)\) and \((Y, d_Y, \mu, y)\) are m.m.s. If in addition to the previous requirements we also have \((\Psi_i)_*m_i \to \Psi_*\mu\) with respect to duality with continuous bounded functions on \( Z \) with bounded support, then the convergence is said to hold in the pointed measure Gromov–Hausdorff topology, or in the pmGH sense for short.

**Remark 2.13** (pmGH limit of RCD spaces). We recall that, whenever it exists, a pmGH limit of a sequence \( \{(X_i, d_i, m_i, x_i)\}_{i \in \mathbb{N}} \) of (pointed) RCD\((K, N)\) spaces is still an RCD\((K, N)\) metric measure space.

**Remark 2.14** (Gromov precompactness theorem for RCD spaces). Here we recall the synthetic variant of Gromov’s precompactness theorem for RCD spaces, see [36, Equation (2.1)]. Let \( \{(X_i, d_i, m_i, x_i)\}_{i \in \mathbb{N}} \) be a sequence of RCD\((K_i, N)\) spaces with \( N \in [1, +\infty) \), spt\((m_i) = X_i \) for every \( i \in \mathbb{N} \), \( m_i(B_1(x_i)) \in [v, v^{-1}] \) for some \( v \in (0, 1) \) and for every \( i \in \mathbb{N} \), and \( K_i \to K \in \mathbb{R} \).

Then there exists a subsequence pmGH-converging to some RCD\((K, N)\) space \((X, d, m, x)\) with spt\((m) = X \).

We need to recall a generalized \( L^1 \)-notion of convergence for sets defined on a sequence of metric measure spaces converging in the pmGH sense. Such a definition is given in [6, Definition 3.1], and it is investigated in [6] capitalizing on the results in [10].

**Definition 2.15** (\( L^1 \)-strong and \( L^1_{\text{loc}} \) convergence). Let \( \{(X_i, d_i, m_i, x_i)\}_{i \in \mathbb{N}} \) be a sequence of pointed metric measure spaces converging in the pmGH sense to a pointed metric measure space \((Y, d_Y, \mu, y)\) and let \((Z, d_Z)\) be a realization as in Definition 2.12.

We say that a sequence of Borel sets \( E_i \subset X_i \) such that \( m_i(E_i) < +\infty \) for any \( i \in \mathbb{N} \) converges in the \( L^1 \)-strong sense to a Borel set \( F \subset Y \) with \( \mu(F) < +\infty \) if \( m_i(E_i) \to \mu(F) \) and \( \chi_{E_i} \to \chi_F \mu \) with respect to the duality with continuous bounded functions with bounded support on \( Z \).

We say that a sequence of Borel sets \( E_i \subset X_i \) converges in the \( L^1_{\text{loc}} \)-sense to a Borel set \( F \subset Y \) if \( E_i \cap B_R(x_i) \) converges to \( F \cap B_R(y) \) in \( L^1 \)-strong for every \( R > 0 \).

The next statements collect precompactness, lower semicontinuity, and strong approximation results in the setting of pmGH converging ambient spaces.

**Proposition 2.16** ([6, Proposition 3.3, Corollary 3.4, Proposition 3.6, Proposition 3.8]). Let \( K \in \mathbb{R}, N \geq 1, \) and \( \{(X_i, d_i, m_i, x_i)\}_{i \in \mathbb{N}} \) be a sequence of RCD\((K, N)\) m.m.s. converging in the pmGH sense to \((Y, d_Y, \mu, y_0)\). Then the following hold:

- For any \( r > 0 \) and for any sequence of finite perimeter sets \( E_i \subset \overline{B}_r(x_i) \) satisfying

\[
\sup_{i \in \mathbb{N}} |D\chi_{E_i}|(X_i) < +\infty,
\]

there exists a subsequence \( i_k \) and a finite perimeter set \( F \subset \overline{B}_r(y_0) \) such that \( E_{i_k} \to F \) in \( L^1 \)-strong as \( k \to +\infty \). Moreover

\[
|D\chi_F|(Y) \leq \liminf_{k \to +\infty} |D\chi_{E_{i_k}}|(X_{i_k}).
\]
• For any sequence of Borel sets $E_i \subset X_i$ with

$$\sup_{i \in \mathbb{N}} |D\chi_{E_i}|(B_R(x_i)) < +\infty, \quad \forall R > 0,$$

there exists a subsequence $i_k$ and a Borel set $F \subset Y$ such that $E_{i_k} \to F$ in $L^1_{\text{loc}}$.

• Let $F \subset Y$ be a bounded set of finite perimeter. Then there exist a subsequence $i_k$, and uniformly bounded finite perimeter sets $E_{i_k} \subset X_{i_k}$ such that $E_{i_k} \to F$ in $L^1$-strong and $|D\chi_{E_{i_k}}|(X_{i_k}) \to |D\chi_F|(Y)$ as $k \to +\infty$.

In the case of RCD space with Hausdorff measure and lower bounds on the volume of unit balls, employing Lemma 2.10 we can improve the last item in Proposition 2.16 requiring approximation with constant mass.

**Lemma 2.17.** Let $K \in \mathbb{R}$, $N \geq 1$, and $\{(X_i, d_i, \mathcal{H}^N, x_i)\}_{i \in \mathbb{N}}$ be a sequence of RCD($K$, $N$) m.m.s. converging in the pmGH sense to $(Y, d_Y, \mathcal{H}^N, y_0)$. Assume that $\mathcal{H}^N(B_1(y)) \geq v_0 > 0$ for any $y \in Y$.

Let $F \subset Y$ be a bounded set of finite perimeter. Then there exist a subsequence $i_k$ and uniformly bounded finite perimeter sets $F_{i_k} \subset X_{i_k}$ such that

$$F_{i_k} \to F \quad L^1\text{-strong}, \quad P(F_{i_k}) \to P(F), \quad \mathcal{H}^N(F_{i_k}) = \mathcal{H}^N(F) \quad \forall k. \tag{2.13}$$

**Proof.** We can assume that $P(F) > 0$ without loss of generality. By the last item in Proposition 2.16 there exist a subsequence $i_k$, and uniformly bounded finite perimeter sets $E_{i_k} \subset X_{i_k}$ such that $E_{i_k} \to F$ in $L^1$-strong and $P(E_{i_k}) \to P(F)$ as $k \to +\infty$. By pmGH convergence we know that $\mathcal{H}^N(B_1(x)) \geq v_0$ for any $x \in X_{i_k}$ and any $k$. By Lemma 2.10 there exist a constant $C_M = C_M(N, K, v_0) > 0$ and a sequence of points $z_{i_k} \in X_{i_k}$ such that

$$\mathcal{H}^N(E_{i_k} \cap B_1(z_{i_k})) \geq \min \left\{C_M \frac{\mathcal{H}^N(E_{i_k})^N}{P(E_{i_k})^N}, v_0 \right\},$$

and then $\mathcal{H}^N(E_{i_k} \cap B_1(z_{i_k})) \geq C_0 = C_0(C_M, F, v_0) > 0$ for any $k$ sufficiently large. On the other hand, by the uniform boundedness of $E_{i_k}$, we can also find a sequence of points $w_{i_k} \in X_{i_k}$ such that $\mathcal{H}^N(E_{i_k} \cap B_1(w_{i_k})) = 0$ for any $k$.

Therefore, since $\mathcal{H}^N(E_{i_k}) \to \mathcal{H}^N(F)$, there exist radii $r_{i_k, 1}, r_{i_k, 2} \in [0, 1]$ such that either

$$E_{i_k} \setminus B_{r_{i_k, 1}}(z_{i_k}) \quad \text{or} \quad E_{i_k} \cup B_{r_{i_k, 2}}(w_{i_k})$$

has measure equal to $\mathcal{H}^N(F)$, for any $k$ large. If $r_{i_k, 2} > 0$ for infinitely many $k$’s, then, up to passing to a subsequence, we can take $F_{i_k} = E_{i_k} \cup B_{r_{i_k, 2}}(w_{i_k})$. Indeed, since $\mathcal{H}^N(E_{i_k}) \to \mathcal{H}^N(F)$, then $r_{i_k, 2} \to 0$ and $P(B_{r_{i_k, 2}}(w_{i_k})) \to 0$, implying (2.13).

We can argue in the very same way if $r_{i_k, 2} = 0$ definitely and $r_{i_k, 1} > 0$ for infinitely many $k$’s with $\liminf_k r_{i_k, 1} = 0$, taking $F_{i_k} = E_{i_k} \setminus B_{r_{i_k, 1}}(z_{i_k})$ this time.

Finally, if $r_{i_k, 2} = 0$ definitely, $r_{i_k, 1} > 0$ for infinitely many $k$’s and $\liminf_k r_{i_k, 1} \geq r_0 > 0$, then

$$\mathcal{H}^N(E_{i_k} \cap B_{r_{i_k, 1}}(z_{i_k})) \to 0$$

and we take $F_{i_k} = E_{i_k} \setminus B_{r_{i_k, 1}}(z_{i_k})$, estimating

$$P(F) \leq \liminf_k P(E_{i_k} \setminus B_{r_{i_k, 1}}(z_{i_k})) \leq \limsup_k \frac{C_{K,N}}{r_0} \mathcal{H}^N(E_{i_k} \cap B_{r_{i_k, 1}}(z_{i_k})) + P(E_{i_k}) = P(F),$$

where we estimated $P(E_{i_k} \setminus B_{r_{i_k, 1}}(z_{i_k}))$ employing the Deformation Lemma given by [16, Theorem 1.1].

The following results are shown in [15].

**Lemma 2.18.** Let $(X, d, \mathcal{H}^N)$ be an RCD($K$, $N$) space with $\mathcal{H}^N(X) = +\infty$. If, for some $v_0 > 0$, $\mathcal{H}^N(B_1(x)) \geq v_0$ for any $x \in X$, then the isoperimetric profile $I_X$ of $X$ can be rewritten as

$$I_X(V) = \inf \{ P(E) : E \subset X \text{ Borel, } \mathcal{H}^N(E) = V, \ E \text{ bounded} \} \quad \forall V \in (0, +\infty). \tag{2.14}$$
The following proposition has to be read as a generalization of [58, Lemma 2.7] and [15, Proposition 3.2]. We omit the proof that can be reached arguing verbatim as in [15, Proposition 3.2].

**Proposition 2.19.** Let \((X, d, H^N)\) be an RCD\((K, N)\) space with \(K \leq 0\) such that \(H^N(B_1(x)) \geq v_0 > 0\) for every \(x \in X\). Let \(p_i \in X\) be a diverging sequence of points on \(X\). Then, up to subsequence, there exists \((X_\infty, d_\infty, H^N, p_\infty)\) a pointed RCD\((K, N)\) space such that

\[
(X, d, H^N, p_i) \overset{\text{pmGH}}{\longrightarrow} (X_\infty, d_\infty, H^N, p_\infty).
\]

Moreover, whenever a diverging sequence of points \(p_i \in X\) and a pointed RCD\((K, N)\) space \((X_\infty, d_\infty, H^N, p_\infty)\) satisfy (2.15), then

\[
I_X(V) \leq I_X(V_1) + I_{X_\infty}(V_2) \quad \forall V = V_1 + V_2,
\]

with \(V, V_1, V_2 \geq 0\). In particular

\[
I_X(V) \leq I_{X_\infty}(V) \quad \forall V > 0,
\]

Moreover if, for any \(j \geq 1\), \(\{p_{i,j} | i \in \mathbb{N}\}\) is a diverging sequence of points on \(X\) such that \((X, d, H^N, p_{i,j}) \rightarrow (X_j, d_j, H^N, p_j)\) in the pmGH sense as \(i \rightarrow +\infty\), then

\[
I_X(V) \leq I_X(V_0) + \sum_{j=1}^{+\infty} I_{X_j}(V_j),
\]

whenever \(V = \sum_{j=0}^{+\infty} V_j\) with \(V, V_j \geq 0\) for any \(j\).

We will need the following recent result about the topological regularity of isoperimetric sets.

**Theorem 2.20 ([16, Theorem 1.4]).** Let \((X, d, H^N)\) be an RCD\((K, N)\) space with \(2 \leq N < +\infty\) natural number, \(K \in \mathbb{R}\), and assume there exists \(v_0 > 0\) such that \(H^N(B_1(x)) \geq v_0\) for every \(x \in X\). Let \(E \subset X\) be an isoperimetric region.

Then \(E^{(1)}\) is open and bounded, \(\partial^* E = \partial E^{(1)}\), and \(\partial E^{(1)}\) is \((N - 1)\)-Ahlfors regular in \(X\).

We shall employ the following formulation of deformation lemma for sets of finite perimeter in RCD spaces.

**Theorem 2.21** (Measure prescribing localized deformations [16, Theorem 2.35]). Let \((X, d, m)\) be an RCD\((K, N)\) space with \(N < \infty\). Let \(E \subset X\) be a set of locally finite perimeter and let \(A \subset X\) be a connected open set. Assume that \(P(E, A) > 0\).

i) If \(E \cap A\) has interior points, then there exist a ball \(B \subset A\), \(\eta_1 = \eta_1(E, A) > 0\) and \(C_1(E, A) > 0\) such that for every \(\eta \in [0, \eta_1)\) there is a set \(F \supset E\) such that

\[
E \Delta F \subset B, \quad m(F \cap B) = m(E \cap B) + \eta, \quad P(F, A) \leq C_1(E, A)\eta + P(E, A).
\]

ii) If \(E \cap A\) has exterior points, then there exist a ball \(B \subset A\), \(\eta_2 = \eta_2(E, A) > 0\), and \(C_2(E, A) > 0\) such that for every \(\eta \in [0, \eta_2)\) there is a set \(F \subset E\) such that

\[
E \Delta F \subset B, \quad m(F \cap B) = m(E \cap B) - \eta, \quad P(F, A) \leq C_2(E, A)\eta + P(E, A).
\]

We recall the following isoperimetric inequality for small volumes.

**Proposition 2.22 ([16, Proposition 3.20, Remark 3.21]).** Let \((X, d, m)\) be a CD\((K, N)\) space. Assume that \(m(B_1(x)) \geq v_0 > 0\) for every \(x \in X\). Then there exist \(v := v(K, N, v_0) > 0\) and \(C := C(K, N, v_0) > 0\) such that for every set of finite perimeter \(E\) it holds

\[
m(E) \leq v \quad \Rightarrow \quad m(E)^{N/(N-1)} \leq CP(E).
\]
The following Lemma 2.23 states that in the nonsmooth setting of RCD(\(K, N\)) spaces with reference measure \(\mathcal{H}^N\) and volume of unit balls uniformly bounded below, the isoperimetric profile is locally \((1 - 1/N)\)-Hölder continuous. This result gives a mild regularity of the isoperimetric profile that will be sufficient for the purposes of this work. We stress that, by using refined tools of geometric analysis in nonsmooth spaces, and building on the regularity result of Lemma 2.23, much more can be said on the isoperimetric profile function and we address this problem in [17]. On the other hand the proof of the next result, which is adapted from [56, Theorem 2], is based on elementary comparison arguments.

**Lemma 2.23.** Let \((X, d, \mathcal{H}^N)\) be an RCD\((K, N)\) space such that \(\mathcal{H}^N(B_1(x)) \geq v_0 > 0\) for every \(x \in X\). Then its isoperimetric profile \(I_X : (0, \mathcal{H}^N(X)) \to [0, +\infty)\) is locally \((1 - 1/N)\)-Hölder continuous.

**Proof.** Let us fix \(V_0 \in (0, \mathcal{H}^N(X))\), and let us show that \(I_X\) is \((1 - 1/N)\)-Hölder continuous locally around \(V_0\). Let us assume first that \(X\) is noncompact.

Let us fix \(0 < \varepsilon \leq 1\). From Lemma 2.18 we get that there exists a bounded set of finite perimeter \(E \subset X\), with \(\mathcal{H}^N(E) = V_0\), such that \(P(E) \leq I_X(V_0) + \varepsilon\). Since \(E\) is bounded ad \(X\) is noncompact we get that there exists \(B_1(x_0) \subset X \setminus E\). Since \(\mathcal{H}^N(B_1(x_0)) \geq v_0\), we have that for every \(V \in [V_0, V_0 + v_0]\) there exists \(r_V \leq 1\) such that \(\mathcal{H}^N(E \cup B_{r_V}(x_0)) = V\). Hence, for some constant \(C := C(N, K) > 0\),

\[
I_X(V) \leq P(E \cup B_{r_V}(x_0)) = P(E) + P(B_{r_V}(x_0)) \leq P(E) + Cr_V^{N-1} \leq I_X(V_0) + Cr_V^{N-1} + \varepsilon,
\]

where we used (2.3) and (2.5). By Bishop–Gromov comparison, see Remark 2.7, we have that

\[
\frac{\mathcal{H}^N(B_{r_V}(x_0))}{v(N, K, r_V)} \geq \frac{\mathcal{H}^N(B_1(x_0))}{v(N, K, 1)} =: \eta_0(N, K, v_0),
\]

and hence, since \(r_V \leq 1\), there exists \(\eta_1 := \eta_1(N, K, v_0)\) such that \(\mathcal{H}^N(B_{r_V}(x_0)) \geq \eta_1 r_V^N\). Since \(\mathcal{H}^N(B_{r_V}(x_0)) = V - V_0\) we finally get that there exists \(\eta_2 := \eta_2(N, K, v_0)\) such that

\[
r_V^{N-1} \leq \eta_2(V - V_0)\frac{N-1}{N},
\]

and hence, by inserting the last inequality in (2.19) we get that there exists \(\eta_3 := \eta_3(N, K, v_0)\) such that for every \(V \in [V_0, V_0 + v_0]\) we have

\[
I_X(V) \leq I_X(V_0) + \eta_3(V - V_0)\frac{N-1}{N} + \varepsilon.
\]

Let us now deal with the case in which \(V \leq V_0\). By Remark 2.11 we get that there exists a constant \(C' := C'(N, K, v_0)\) and a point \(z \in X\) such that for every \(0 < r \leq 1\), the following inequality holds

\[
\mathcal{H}^N(E \cap B_r(z)) \geq C' \min \left\{ \left( \frac{\mathcal{H}^N(E)}{P(E)^N} \right)^N, v_0r^N \right\} \geq C' \min \left\{ \frac{V_0^N}{(I_X(V_0) + \varepsilon)^N}, V_0r^N \right\},
\]

where in the second inequality holds by the choice of \(E\). Let us define

\[
v_1 := C' \min \left\{ \frac{V_0^N}{(I_X(V_0) + \varepsilon)^N}, v_0 \right\},
\]

and let us take an arbitrary \(V \in (\max\{0, V_0 - v_1\}, V_0]\). Since

\[
t_V := \left( \frac{V_0 - V}{C'v_0} \right)^{1/N} \leq \min \left\{ 1, \frac{V_0}{v_0^{1/N}(I_X(V_0) + \varepsilon)} \right\} \leq 1
\]

by the very definition of \(v_1\), \(V\), we can use (2.21) to obtain

\[
\mathcal{H}^N(E \cap B_{t_V}(z)) \geq C' \min \left\{ \frac{V_0^N}{(I_X(V) + \varepsilon)^N}, v_0t_V^N \right\} = V_0 - V,
\]
where in the last equality we exploited \((2.23)\). Hence, from the previous inequality, we get that there exists \(t'_V \leq t_V\) such that
\[
\mathcal{H}^N(E \setminus B_{t'_V}(z)) = V.
\]
Hence, for some constants \(C := C(N, K)\), and \(\tilde{C} := \tilde{C}(N, K, v_0)\), the following inequality holds
\[
I_X(V) \leq P(E \setminus B_{t'_V}(z)) \leq P(E) + P(B_{t'_V}(z)) \leq I_X(V_0) + \varepsilon + C^N V^{-1}
\]
\[
\leq I_X(V_0) + \varepsilon + \tilde{C}(V_0 - V)^{\frac{N-1}{N}}.
\]
where in the third inequality we exploited the choice of \(E\) and Bishop–Gromov comparison (see \((2.5), (2.3)\)), and in the fourth inequality we used \(t'_V \leq t_V\) and the definition of \(t_V\).

Summing up, we proved the following. There exists a constant \(\vartheta := \vartheta(N, K, v_0)\) such that the following holds. Given \(V_0 \in (0, +\infty)\) and any \(\varepsilon \in (0, 1)\), letting \(v_1\) be as in \((2.22)\), for every \(V \in J := (\max\{0, V_0 - v_1\}, V_0 + v_0)\) we have
\[
I_X(V) \leq I_X(V_0) + \vartheta |V - V_0|^{\frac{N-1}{N}} + \varepsilon.
\]

By using the previous inequality, up to shrinking the neighborhood \(J\), we get that for every \(V \in J\) the quantity
\[
C' \min \left\{ \frac{V^N}{I_X(V) + \varepsilon}, v_0 \right\},
\]
is uniformly bounded below by some number \(\gamma > 0\), independently of \(\varepsilon \in (0, 1)\). Hence, up to shrinking the neighborhood \(J\) in such a way that its length is less than \(\min\{\gamma, v_0\}\), from \((2.25)\), for every \(V, W \in J\) and for every \(\varepsilon \in (0, 1)\) the following inequality holds
\[
I_X(V) \leq I_X(W) + \vartheta |V - W|^{\frac{N-1}{N}} + \varepsilon.
\]
Taking \(\varepsilon \to 0\) we get the sought conclusion.

It remains to consider the case in which \(X\) is compact. In this case the classical direct method of Calculus of Variations implies that for every volume \(V \in (0, \mathcal{H}^N(X))\) there exists an isoperimetric region \(E\) of volume \(V\) in \(X\). Hence simpler comparison arguments can be performed exploiting the regularity result in Theorem 2.20, which implies that \(E\) has an interior (resp., exterior) point \(x_0\) (resp., \(x_1\)). Thus one can reproduce the arguments above, which become slightly simpler, by adding (resp., subtracting) sufficiently small balls around \(x_0\) (resp., \(x_1\)), using Bishop–Gromov comparison, and estimates from a deformation lemma like [16, Theorem 1.1].

3. Mass splitting of perimeter minimizing sequences on RCD spaces

In this section we identify a general phenomenon of perimeter minimizing sequences of sets, whose mass splits in a converging component and in a diverging one. This is the first step required for the proof of Theorem 1.1 and it can be seen as a generalization of [63, Theorem 2.1].

Let us first recall the well-understood property of \(BV\) precompactness in the general framework of \(CD\) spaces. Such property is classical, and we just quickly outline the arguments that apply to our setting, since we were not able to find a precise reference to quote.

**Remark 3.1** (Compactness of \(W_{1,1}^{1,1}\) in \(L_1^{1,1}\)). Let \((X, d, m)\) be a \(CD(K, N)\) space with \(K \leq 0\) and \(N < +\infty\). Let us fix \(R > 0\) and \(x \in X\), and denote \(B := B_R(x)\). We want to show that if \(f_i \in \text{Lip}_{loc}(X)\) are such that
\[
\sup_i \left( \|f_i\|_{L^1(B)} + \|Df_i\|_{L^1(B)} \right) < +\infty,
\]
hence there exists \(f \in L^1(B)\) such that \(f_i \to f\) in \(L^1(B)\).

Indeed, let us first notice that, as a consequence of Bishop–Gromov comparison, the measure \(m\) is locally doubling. Moreover, as a consequence of [60, Theorem 1.1] and Bishop–Gromov comparison, we have that, for every \(i \in \mathbb{N}\), the pair \((f_i, |Df_i|)\) satisfies a 1-Poincare inequality in \(B\) according to the definition in [44, Equation (5)].
Moreover, an application of [44, Theorem 9.7] where $\Omega, s$ there become $B, n$ here, gives us that

$$\inf_{c \in \mathbb{R}} \left( \frac{1}{m(B)} \int_B |f_i - c|^{n/(n-1)} \, dm \right)^{(n-1)/n} \leq \frac{C_1}{m(B)} \int_B |Df_i| \, dm, \quad (3.1)$$

for every $i \in \mathbb{N}$, where $C_1$ is some constant depending on $B$. Notice that [44, Theorem 9.7] can be applied since the hypotheses are met due to the fact that Bishop–Gromov comparison theorem holds, balls are John domains in $X$ (cf. [44, Corollary 9.5]) and $(f_i, |Df_i|)$ has the truncation property (cf. [44, Theorem 10.3]). As a consequence of (3.1) we have that, calling $\overline{f}_i := (\int_B f_i \, dm) / m(B)$, we get,

$$\|f_i - \overline{f}_i\|_{L^{n/(n-1)}(B)} \leq C_2 \|Df_i\|_{L^1(B)},$$

for every $i > 0$, and for some constant $C_2$ depending on $B$. From the previous one easily gets, by using the triangular inequality, that

$$\|f_i\|_{L^{n/(n-1)}(B)} \leq C_3 \|f_i\|_{L^1(B)} + C_2 \|Df_i\|_{L^1(B)}.$$ 

Now, since [44, Equation (46)] is met, we can apply [44, Theorem 8.1] and conclude that, up to subsequences, $f_i \rightarrow f$ in $L^1(B)$.

**Lemma 3.2.** Let $(X, d, m)$ be a CD($K, N$) space with $K \leq 0$ and $N < +\infty$. Let $g_i \in L^1_{loc}(X, m)$ such that, for every open bounded set $\Omega \subseteq X$, we have

$$\sup_{i \in \mathbb{N}} (\|g_i\|_{L^1(\Omega, m)} + \|Dg_i\|_{L^1(\Omega)}) < +\infty.$$ 

Hence there exists $g \in L^1_{loc}(X, d, m)$ such that $g_i \rightarrow g$ up to subsequences in $L^1_{loc}(X, m)$.

**Proof.** Let us fix $x \in X$ and $B := B_R(x)$, $2B := B_{2R}(x)$ for some $R > 0$. Choosing $\Omega = 2B$, from the hypothesis and from the definition of the total variation $|Dg_i|$ we have the existence of $f_i \in \text{Lip}_{loc}(2B)$ such that

$$\sup_{i \in \mathbb{N}} (\|f_i\|_{L^1(B, m)} + \|Df_i\|_{L^1(2B, m)}) < +\infty, \quad \text{and for all } i \text{ we have } \|f_i - g_i\|_{L^1(B, m)} \leq 1/i.$$ 

Hence Remark 3.1 implies that there is a subsequence, still denoted by $f_i$, and $g \in L^1(B, m)$ such that we have $f_i \rightarrow g$ in $L^1(B, m)$. Finally, the choice of $f_i$, we also have $g_i \rightarrow g$ in $L^1(B, m)$.

By taking $R_i \rightarrow +\infty$ and using a diagonal argument, we get the existence of $g \in L^1_{loc}(X, m)$ as in the statement. 

We can now prove the main result of this section on the mass splitting of perimeter minimizing sequences.

**Theorem 3.3.** Let $K \leq 0$, and let $N \geq 2$. Let $(X, d, \mathcal{H}^N, x)$ be a pointed noncompact RCD($K, N$) space. Let us fix a minimizing (for the perimeter) sequence $\{\Omega_k\}_{k \in \mathbb{N}}$ of Borel sets of volume $V$. Hence, up to passing to a subsequence, there exists a finite perimeter set $\Omega \subseteq X$ and sequence of finite perimeter sets $\{\Omega_k^c\}_{k \in \mathbb{N}}$ and $\{\Omega_k^d\}_{k \in \mathbb{N}}$ such that the following holds.

(i) There exists a diverging sequence of radii $\{r_k\}_{k \geq 1}$ such that

$$\Omega_k^c := \Omega_k \cap B_{r_k}(x), \quad \Omega_k^d := \Omega_k \setminus B_{r_k}(x).$$

(ii) We have that

$$\lim_{k \rightarrow +\infty} \left( P(\Omega_k^c) + P(\Omega_k^d) \right) = I_X(V).$$

(iii) $\Omega$ is an isoperimetric region and

$$\lim_{k \rightarrow +\infty} \mathcal{H}^N(\Omega_k^c) = \mathcal{H}^N(\Omega), \quad \text{and,} \quad \lim_{k \rightarrow +\infty} P(\Omega_k^c) = P(\Omega). \quad (3.2)$$
Proof. Let \( f_k := \chi_{\Omega_k} \). From Lemma 3.2 we get that there exists \( g \in L^1_{\text{loc}}(X, \mathcal{H}^N) \) such that, up to passing to subsequences, \( f_k \rightarrow g \) in \( L^1_{\text{loc}}(X, \mathcal{H}^N) \). Hence \( g = \chi_{\Omega} \) for some Borel set \( \Omega \subseteq X \), and \( \mathcal{H}^N(\Omega) \leq V \) by Fatou’s Lemma. Moreover, by lower semicontinuity, we get that \( P(\Omega) \leq I_X(V) \). Hence if \( \mathcal{H}^N(\Omega) = V \) we get the conclusion with \( \Omega'_k := \Omega_k \) and \( \Omega^d_k := \emptyset \). Suppose from now on that \( \mathcal{H}^N(\Omega) < V \).

Let us set \( r_0 := 0 \). We want to define \( r_k \) inductively in such a way that, up to eventually passing to a subsequence, we have

(a) \( \{r_k\}_{k \in \mathbb{N}} \) is divergent and \( r_k - r_{k-1} \geq k \) for every \( k \geq 1 \);
(b) \( P(\Omega_k \cap B_{r_k}(x)) = P(\Omega_k, B_{r_k}(x)) + P(B_{r_k}(x), \Omega^{(1)}_k) \) for every \( k \geq 1 \);
(c) \( P(\Omega_k \setminus B_{r_k}(x)) = P(\Omega_k \setminus X, \Omega^{(1)}_k) \) for every \( k \geq 1 \);
(d) \( P(B_{r_k}(x), \Omega^{(1)}_k) \leq V/k \) for every \( k \geq 1 \);
(e) \( \int_{B_{r_k}(x)} |\chi_{\Omega_k} - \chi_{\Omega}| d\mathcal{H}^N \leq 1/k \),

for every \( k \geq 1 \).

First fix \( r'_k \geq r_{k-1} + 2k \). Hence, up to passing to a subsequence in \( k \), we can assume (e) holds with \( r'_k \) in place of \( r_k \). This can be done since \( \chi_{\Omega_k} \rightarrow \chi_{\Omega} \) in \( L^1_{\text{loc}}(X, \mathcal{H}^N) \). Moreover notice that, from the coarea formula we have that

\[
\int_I P(B_{r_k}(x), \Omega^{(1)}_k) \, ds \leq \mathcal{H}^N(\Omega^{(1)}_k) = V,
\]
on every interval \( I \subseteq \mathbb{R} \). Hence, by the previous estimate, we can find an \( r_k \in [r'_k - k, r'_k] \) such that (d) holds. Moreover, such an \( r_k \) can be taken in such a way that (b) and (c) hold, see [16, Corollary 2.6]. Moreover, since \( r_k \leq r'_k \), (e) still holds. Finally, since \( r_k \geq r'_k - k \geq r_{k-1} + k \), we get that the sequence diverges and (a) holds as well.

Let us prove item (ii). We have, for every \( k \geq 1 \), that

\[
I_X(V) \leq P(\Omega_k) \leq P(\Omega'_k) + P(\Omega^d_k) \leq P(\Omega_k) + 2P(B_{r_k}(x), \Omega^{(1)}_k),
\]
where we are using item (b), (c), and (d) proved above. Taking \( k \rightarrow +\infty \) we thus get item (ii).

Let us now prove the first convergence in (3.2). By the triangle inequality we have

\[
|\mathcal{H}^N(\Omega'_k) - \mathcal{H}^N(\Omega)| \leq \int_{B_{r_k}(x)} |\chi_{\Omega_k} - \chi_{\Omega}| d\mathcal{H}^N + \mathcal{H}^N(\Omega \setminus B_{r_k}(x)).
\]
Taking \( k \rightarrow +\infty \), and taking into account item (a), and (e) above, we get the sought convergence.

Let us now prove that \( P(\Omega) \leq \liminf_{k \rightarrow +\infty} P(\Omega'_k) \). Indeed, this is a consequence of the fact that, by construction, for every \( k \geq 1 \) we have

\[
\int_{B_{r_k}(x)} |\chi_{\Omega_k} - \chi_{\Omega}| d\mathcal{H}^N = \int_{B_{r_k}(x)} |\chi_{\Omega_k} - \chi_{\Omega}| d\mathcal{H}^N.
\]

Hence the previous equality, together with item (a) above, shows that \( \chi_{\Omega'_k} \rightarrow \chi_{\Omega} \) in \( L^1_{\text{loc}}(X, \mathcal{H}^N) \). Hence, by lower semicontinuity of the perimeter, we get the sought claim.

Let us call \( \mathcal{H}^N(\Omega) := V_0 \). Let us now prove that \( \Omega \) is an isoperimetric region. If not, there exists a Borel set \( E \) such that \( \mathcal{H}^N(E) = V_0 \) and \( P(E) < P(\Omega) \). Again by the coarea formula, and since item (a) holds, there exists, for every \( k \geq 1 \), a \( t_k \in [r_{k-1}, r_k] \) such that

\[
P(B_{t_k}(x), E^{(1)}) \leq V_0/k.
\]
Moreover, \( t_k \) can be chosen in such a way that \( P(E \cap B_{t_k}(x)) = P(E, B_{t_k}(x)) + P(B_{t_k}(x), E^{(1)}) \), see [16, Corollary 2.6]. Notice that if \( E_k := E \cap B_{t_k}(x) \) we have \( \mathcal{H}^N(E_k) \rightarrow V_0 \) as \( k \rightarrow +\infty \).

Let us now fix \( p \in E^{(1)} \) and \( q \in E^{(0)} \). Recall by Remark 2.7 that \( P(B_r(p)) \leq s(N, K/(N-1), r) \) and \( P(B_r(q)) \leq s(N, K/(N-1), r) \) hold for every \( r > 0 \).
Since $H^N(\Omega^d_k) \to V - V_0$ as $k \to +\infty$, we have that for $k$ large enough there exist $\rho_{p,k}, \rho_{q,k} < 1$ such that

$$H^N((E_k \cup B_{\rho_{q,k}}(q)) \setminus B_{\rho_{p,k}}(p)) = V - H^N(\Omega^d_k),$$

and moreover $\rho_{q,k}, \rho_{p,k} \to 0$ as $k \to +\infty$. This is done by arguing verbatim as in the proof of [15, Lemma 3.1]. Let us call $E'_k := (E_k \cup B_{\rho_{q,k}}(q)) \setminus B_{\rho_{p,k}}(p)$ and $T_k := E'_k \cup \Omega^d_k$. Hence

$$P(T_k) \leq P(E_k) + P(B_{\rho_{q,k}}(q)) + P(B_{\rho_{p,k}}(p)) + P(\Omega^d_k) \leq P(E, B_{\rho_k}(x)) + P(B_{\rho_k}(x), E^{(1)}) + s(N, K/(N - 1), \rho_k) + s(N, K/(N - 1), \rho_{p,k}) + P(\Omega^d_k),$$

(3.3)

Hence, taking $k \to +\infty$ in the previous inequality, we get

$$I_X(V) \leq \liminf_{k \to +\infty} P(T_k) \leq P(E) + \liminf_{k \to +\infty} P(\Omega^d_k) \leq P(\Omega) + \liminf_{k \to +\infty} P(\Omega^d_k),$$

(3.4)

where in the previous inequality we are using $P(\Omega) \leq \liminf_{k \to +\infty} P(\Omega^d_k)$, that we proved above, and the item (ii). This is a contradiction.

In order to conclude the proof we should just prove the second of (3.2). Moreover, since we already proved $P(\Omega) \leq \liminf_{k \to +\infty} P(\Omega^d_k)$, we just need to prove that $P(\Omega) \geq \limsup_{k \to +\infty} P(\Omega^d_k)$. If not, up to subsequence

$$P(\Omega) \leq \limsup_{k \to +\infty} P(\Omega^d_k).$$

In order to reach a contradiction from the previous inequality, and thus conclude the proof, it suffices the run verbatim the argument we used above to prove that $\Omega$ is an isoperimetric region, but with $\Omega$ in place of $E$.

\section{4. THE ISOPERIMETRIC PROBLEM VIA DIRECT METHOD}

We shall need the following useful result stating the equality between the isoperimetric profile of a space $X$ and the one of an arbitrary disjoint union of $X$ with some of its pmGH limits at infinity.

\textbf{Proposition 4.1.} Let $K \leq 0$ and let $N \geq 2$. Let $(X, d, H^N)$ be a noncompact RCD$(K, N)$ space. Assume there exists $v_0 > 0$ such that $H^N(B_1(x)) \geq v_0$ for every $x \in X$. Let $\{p_{i,j} : i \in \mathbb{N}\}$ be a sequence of points on $X$, for $j = 1, \ldots, N$ where $N \in \mathbb{N} \cup \{+\infty\}$. Suppose that each sequence $\{p_{i,j} : i \in \mathbb{N}\}$ is diverging along $X$ and that $(X, d, H^N, p_{i,j})$ converges in the pmGH sense to a pointed RCD$(K, N)$ space $(X_j, d_j, H^N, p_j)$. Defining

$$I_{X \cup \bigcup_{j=1}^N X_j}(v) := \inf \left\{ P(E) + \sum_{j=1}^N P(E_j) : E \subseteq X, E_j \subseteq X_j, H^N(E) + \sum_{j=1}^N H^N(E_j) = v \right\},$$

(4.1)

it holds $I_{X \cup \bigcup_{j=1}^N X_j}(v) = I_X(v)$ for any $v > 0$.

\textbf{Proof.} The inequality $I_{X \cup \bigcup_{j=1}^N X_j} \leq I_X$ trivially follows from the definition of isoperimetric profile, so we need to prove the opposite inequality. By a minor variant of Lemma 2.18, cf. [15, Lemma...
one can prove that

\[ I_{X \cup \bigcup_{j=1}^{\infty} X_j}(v) := \inf \left\{ P(E) + \sum_{j=1}^{\infty} P(E_j) : E \subset X, E_j \subset X_j, \mathcal{H}^N(E) + \sum_{j=1}^{\infty} \mathcal{H}^N(E_j) = v, \right\} \]

isoperimetric inequality for small volumes Proposition 2.22, we get that if \( A \)

For any \( \eta > 0 \) there are bounded sets \( E \subset X, E_j \subset X_j \) such that

\[ \mathcal{H}^N(E) + \sum_{j=1}^{\infty} \mathcal{H}^N(E_j) = v, \quad P(E) + \sum_{j=1}^{\infty} P(E_j) \leq I_{X \cup \bigcup_{j=1}^{\infty} X_j}(v) + \eta. \]

Now let \( v > 0 \). Let us prove the result in the case \( N = +\infty \), as it will be clear that the case of \( N \in \mathbb{N} \) follows by the analogous simplified argument. For any \( \varepsilon > 0 \) there are bounded sets \( E \subset X, E_j \subset X_j \) such that

\[ \mathcal{H}^N(B_{r_\delta}(o)) = v(j_\delta), \quad \mathcal{H}^N(F_j) = \mathcal{H}^N(E_j), \quad P(F_j) \leq P(E_j) + \varepsilon/j_\delta, \]

for any \( j = 1, \ldots, j_\delta \), and \( E \) is located at positive distance from \( B_{r_\delta}(o) \). Hence \( E \cup B_{r_\delta}(o) \cup F_1 \cup \ldots \cup F_{j_\delta} \) has measure equal to \( v \) and

\[ I_X(v) \leq P(E) + P(B_{r_\delta}(o)) + \sum_{j=1}^{j_\delta} P(F_j) \leq P(E) + P(B_{r_\delta}(o)) + \sum_{j=1}^{j_\delta} P(E_j) + \varepsilon \]

\[ \leq s(N, K/(N - 1), r_\delta) + I_{X \cup \bigcup_{j=1}^{\infty} X_j}(v) + 2 \varepsilon - \delta. \]

Since \( \varepsilon, \delta \) are arbitrary, and \( r_\delta \to 0 \) as \( \delta \to 0 \), we can let \( \delta \to 0 \) and then \( \varepsilon \to 0 \) to get the desired inequality. \( \square \)

4.1. Proof of the main results. We are ready for proving our main results leading to the description of the behavior of perimeter minimizing sequences on RCD spaces. We start from the generalized compactness result in Theorem 1.2.

Proof of Theorem 1.2. Up to subsequence, we may assume \( P(E_i) \to A, \mathcal{H}^N(E_i) \to W \). From the isoperimetric inequality for small volumes Proposition 2.22, we get that if \( A = 0 \) then \( W = 0 \), and then the statement trivializes. Hence we may assume \( A > 0 \). Moreover we may assume \( W > 0 \) as well without loss of generality. Furthermore, we shall identify \( E_i \) with the set of density 1 points \( E_i^{(1)} \) in this proof for ease of notation.

The proof follows the same strategy of [15, Theorem 4.6], except that here we deal with a sequence of different ambient spaces \( X_i \) and the sequence \( E_i \) has no a priori minimality properties. However, several arguments do not make use of such properties, and then an analogous proof can be carried out also in this setting. We refer the reader to [15, Theorem 4.6] for detailed proofs of the first three steps below, which are based on an iterative application of Lemma 2.1 together with Lemma 2.10.

Step 1. Up to passing to a subsequence in \( i \), we claim that for any \( i \) there exist an increasing sequence of natural numbers \( N_i \geq 1 \) with limit \( \overline{N} := \lim_{i} N_i \in \mathbb{N} \cup \{+\infty\} \), points \( p_{i,1}, \ldots, p_{i,N_i} \in X_i \) for any \( i \), radii \( R_j \geq 1 \) and numbers \( \eta_j \in (0, 1] \) defined for \( j < \overline{N} \), and,
if $\overline{N} < +\infty$, also a sequence of radii $R_{i, \overline{N}} \geq 1$, such that

$$\lim_{i} d_i(p_{i,j}, p_{i,k}) = +\infty \quad \forall j \neq k < \overline{N} + 1,$$

$$d_i(p_{i,j}, p_{i,k}) \geq R_j + R_k + 2 \quad \forall i \in \mathbb{N}, \forall j \neq k \leq N_i, \quad j \neq \overline{N}, k \neq \overline{N},$$

$$\exists \lim_{i} \mathcal{H}^N(E_i \cap B_{R_j}(p_{i,j})) = w'_j > 0 \quad \forall j < \overline{N},$$

$$P(E_i, \partial B_{R_j}(p_{i,j})) = 0 \quad \forall i, \forall j \leq N_i, j \neq \overline{N},$$

$$P(B_{R_j}(p_{i,j}), E_i) \leq \frac{\eta_j}{2j} \quad \forall i, \forall j \leq N_i, j \neq \overline{N},$$

if also $\overline{N} = +\infty$, then $W \geq \lim_{i} \sum_{j=1}^{N_i} \mathcal{H}^N(E_i \cap B_{R_j}(p_{i,j})),$

if instead $\overline{N} < +\infty$, then $\lim_{i} R_{i, \overline{N}} = +\infty,$

$$P(E_i, \partial B_{R_{i, \overline{N}}}(p_{i, \overline{N}})) = 0 \quad \forall i : N_i = \overline{N},$$

$$P(B_{R_{i, \overline{N}}}(p_{i, \overline{N}}), E_i) \leq \frac{1}{2^\overline{N}} \quad \forall i : N_i = \overline{N},$$

$$d_i \left( \partial B_{R_{i, \overline{N}}}(p_{i, \overline{N}}), \partial B_{R_j}(p_{i,j}) \right) \geq 2 \quad \forall i : N_i = \overline{N}, \forall j \neq \overline{N},$$

$$W = \lim_{i} \mathcal{H}^N \left( B_{R_{i, \overline{N}}}(p_{i, \overline{N}}) \cap \left( E_i \setminus \bigcup_{j=1}^{N-1} B_{R_j}(p_{i,j}) \right) \right) + \sum_{j=1}^{N-1} \mathcal{H}^N(E_i \cap B_{R_j}(p_{i,j})).$$

Step 2. We claim that if $\overline{N} = +\infty$ then

$$W = \lim_{i} \sum_{j=1}^{N_i} \mathcal{H}^N(E_i \cap B_{R_j}(p_{i,j})).$$

Moreover, we claim that, up to passing to a subsequence in $i$, there exist sequences of radii $\{T_{i,j}\}_{i \in \mathbb{N}}$ such that $T_{i,j} \in (R_j, R_j + 1)$ for any $j < \overline{N}$, and $T_{i, \overline{N}} \in (R_{i, \overline{N}}, R_{i, \overline{N}} + 1)$ if $\overline{N} < +\infty$, such that the following hold

$$B_{T_{i,j}}(p_{i,j}) \cap B_{T_{i,k}}(p_{i,k}) = \emptyset \quad \forall i \in \mathbb{N}, \forall j \neq k \leq N_i, j \neq \overline{N}, k \neq \overline{N},$$

$$\lim_{i} T_{i,j} = T_j < +\infty \quad \forall j < \overline{N},$$

$$P(E_i, \partial B_{T_{i,j}}(p_{i,j})) = 0 \quad \forall i \in \mathbb{N}, \forall 1 \leq j \leq N_i, j \neq \overline{N} \quad (4.4)$$

if also $\overline{N} < +\infty$, then $\lim_{i} T_{i, \overline{N}} = +\infty$ and

$$\partial B_{T_{i, \overline{N}}}(p_{i, \overline{N}}) \cap \partial B_{T_{i,j}}(p_{i,j}) = \emptyset \quad \forall i : N_i = \overline{N}, \forall j < \overline{N},$$

$$P(E_i, \partial B_{T_{i, \overline{N}}}(p_{i, \overline{N}})) = 0 \quad \forall i \in \mathbb{N}.$$

Moreover

$$\lim_{i} \sum_{j=1}^{N_i} P(B_{T_{i,j}}(p_{i,j}), E_i) = 0. \quad (4.5)$$

Step 3. We claim that letting $E_i^c := E_i \setminus \bigcup_{j=1}^{N_i} (E_i \cap B_{T_{i,j}}(p_{i,j}))$, then

$$\lim_{i} \mathcal{H}^N(E_i^c) = 0. \quad (4.6)$$
and that, if $N = +\infty$, then
\[
W = \lim_{i} \sum_{j=1}^{N_i} \mathcal{H}^N(E_i \cap B_{T_{i,j}}(p_{i,j})) = \sum_{j=1}^{+\infty} \lim_{i} \mathcal{H}^N(E_i \cap B_{T_{i,j}}(p_{i,j})).
\] (4.7)

Step 4. Denoting $E_{i,j} := E_i \cap B_{T_{i,j}}(p_{i,j})$ and $E_{i,N} := B_{T_{i,N}}(p_{i,N}) \cap E_i \setminus \bigcup_{j=1}^{N-1} B_{T_{i,j}}(p_{i,j})$ if $N < +\infty$, we claim that for any $j < N + 1$ there exists an $\text{RCD}(K, N)$ space $(Y_j, d_{Y_j}, \mathcal{H}^N)$, points $p_j \in Y_j$ and Borel sets $F_j \subset Y_j$ such that
\[
(X_i, d_i, \mathcal{H}^N, p_{i,j}) \to (Y_j, d_{Y_j}, \mathcal{H}^N, p_j)
\] in the $\text{pmGH}$ sense for any $j$,
\[
E_{i,j} \to F_j \subset Y_j
\] in the $L^1$-strong sense for any $j < N$,
\[
\mathcal{H}^N(E_{i,j}) \to \mathcal{H}^N(F_j)
\] $\forall j < N$,
\[
\liminf_{i} P(E_{i,j}) \geq P(F_j)
\] $\forall j < N$,

and if $N < +\infty$ then
\[
E_{i,N} \to F_N \subset Y_N
\] in the $L^1$-strong sense,
\[
\mathcal{H}^N(E_{i,N}) \to \mathcal{H}^N(F_N),
\]
\[
\liminf_{i} P(E_{i,N}) \geq P(F_N).
\] (4.9)

Indeed, using Gromov Precompactness Theorem and Proposition 2.16, together with the suitable diagonal argument, one easily gets spaces $(Y_j, d_{Y_j}, \mathcal{H}^N, p_j)$ and sets $F_j \subset Y_j$ as in (4.8) and (4.9). The $L^1$-strong convergence of $E_{i,j}$ to $F_j$ with $j < N$ is guaranteed by Proposition 2.16 because $T_{i,j} \to T_j$ as $i \to +\infty$. Let us show that also $E_{i,N}$ converges in $L^1$-strong to $F_N$. This easily follows from the last line of (4.2) and the definitions of $T_{i,j}$. Putting together the last line of (4.2), (4.7), (4.8), (4.9), we deduce (1.2).

Let us now show (1.3). Assume $N = +\infty$. For any $M \in \mathbb{N}$ we have
\[
\sum_{j=1}^{M} P(F_j) \leq \liminf_{i} \sum_{j=1}^{M} P(E_{i,j}) = \liminf_{i} \sum_{j=1}^{M} P(E_i, B_{T_{i,j}}(p_{i,j})) + P(B_{T_{i,j}}(p_{i,j}), E_i)
\]
\[
\leq \liminf_{i} P(E_i) + \sum_{j=1}^{N_i} P(B_{T_{i,j}}(p_{i,j}), E_i),
\]

and using (4.5) and letting $M \to +\infty$, we obtain (1.3). In case $N < +\infty$, the analogous computation yields (1.3).

Step 5 Suppose now that $E_i$ is isoperimetric for any $i$, we want to prove the last part of the statement. Assume by contradiction that $F_{j_0}$ is not isoperimetric for some $j_0$, then there exists a bounded set $F_{j_0} \subset Y_{j_0}$ such that $P(F_{j_0}) \leq P(F_{j_0}) - \epsilon$ and $\mathcal{H}^N(F_{j_0}) = \mathcal{H}^N(F_{j_0})$, for $\epsilon > 0$. By Proposition 2.16 there exists a sequence $E_{i,j_0} \subset B_r(p_{i,j_0}) \subset X_i$, for a fixed $r > 0$, such that $\mathcal{H}^N(E_{i,j_0}) \to \mathcal{H}^N(F_{j_0})$ and $P(E_{i,j_0}) \to P(F_{j_0})$. Therefore we can consider the sequence
\[
\tilde{E}_i := (E_i \setminus (E_i \cup \bigcup_{i,j_0} E_{i,j_0}))) \cup (\bigcup_{i,j_0} B_{\rho_i}(p_i) \setminus B_{\tilde{\rho}_i}(\tilde{q}_i)),
\] (4.10)

where $\rho_i, \tilde{\rho}_i \geq 0$, and $B_{\rho_i}(p_i), B_{\tilde{\rho}_i}(\tilde{q}_i) \subset X_i$ are some balls such that $\mathcal{H}^N(\tilde{E}_i) = \mathcal{H}^N(E_i)$, $d(B_{\rho_i}(p_i), B_{\tilde{\rho}_i}(\tilde{q}_i)) > 0$, and $\sup_i d(q_i, p_{i,j_0}) + d(\tilde{q}_i, p_{i,j_0}) < +\infty$. By construction, taking
into account (4.2), we have that $\rho_i, \tilde{\rho}_i \to 0$ and then volume and perimeter of the balls $B_{\rho_i}(q_i), B_{\tilde{\rho}_i}(\tilde{q}_i)$ tend to zero by Bishop–Gromov comparisons. By (4.5) we obtain
\[
I_{X_i}(\mathcal{H}^N(E_i)) \leq P(\tilde{E}_i) \\
= P(E_i) - P(E_i^c) - P(E_{i,j_0}) + P(\tilde{E}_{i,j_0}) + P(B_{\rho_i}(q_i)) + P(B_{\tilde{\rho}_i}(\tilde{q}_i)) + o(1) \\
= I_{X_i}(\mathcal{H}^N(E_i)) - P(E_i^c) - P(E_{i,j_0}) + P(\tilde{E}_{i,j_0}) + o(1).
\]
Since $\limsup_i -P(E_{i,j_0}) + P(\tilde{E}_{i,j_0}) \leq -P(F_{j_0}) + P(\tilde{F}_{j_0}) \leq -\varepsilon$, we get a contradiction. Moreover, by the very same computation, we also deduce that
\[
\lim_i P(E_i^c) = 0, \tag{4.11}
\]
for otherwise we would get another contradiction. And taking into account (4.11) and exploiting the minimality of the $E_i$’s as before, one easily gets the continuity of the sequence of perimeters in (1.4).

\[\square\]

We can now prove the asymptotic mass decomposition result contained in Theorem 1.1, which improves and generalizes previous results contained in [58] and [15].

**Proof of Theorem 1.1.** The proof is an adaptation of [15, Theorem 4.6], which is based on previous ideas in [58]. We divide the proof in steps. First of all, starting from the sequence $\{\Omega_i\}_{i \in \mathbb{N}}$, we know there exist sequences $\{\Omega_i^v\}_{i \in \mathbb{N}}$ and $\{\Omega_i^d\}_{i \in \mathbb{N}}$ as in Theorem 3.3. Let
\[
W := \lim_{i \to +\infty} \mathcal{H}^N(\Omega_i^d).
\]
If $W = 0$ the theorem is trivially true since there is no loss of mass at infinity.

By arguing verbatim as in the proof of Theorem 1.2, we get all the claims in Step 1, Step 2, Step 3, and Step 4 with the constant sequence $\{(X, d, \mathcal{H}^N)\}_i \in \mathbb{N}$ there; with $\{\Omega_i^d\}_i \in \mathbb{N}$ here in place of $\{E_i\}_i \in \mathbb{N}$ there; with $\{Z_j\}_{1 \leq j \leq N}$ here in place of $\{F_j\}_{1 \leq j \leq N}$ there; with $\{(X_j, d_j, \mathcal{H}^N, p_j)\}_{1 \leq j \leq N}$ here in place of $\{(Y_j, d_j, \mathcal{H}^N, p_j)\}_{1 \leq j \leq N}$ there.

For the sake of clarity let us stress that $\Omega_{i,j}^d = \Omega_i^d \cap B_{T_{i,j}}(p_{i,j})$, for every $i \in \mathbb{N}$ and every $1 \leq j \leq N_i$ with $j \neq N_i$; also $\Omega_{i,N}^d = B_{T_{i,N}}(p_{i,N}) \cap \Omega_i^d \setminus \bigcup_{j=1}^{N_i-1} B_{T_{i,j}}(p_{i,j})$ if $N_i < +\infty$; and $\Omega_i^v := \Omega_i^d \setminus \bigcup_{j=1}^{N_i} \Omega_{i,j}^d$. Step 1. We claim that
\[
\lim_i P(\Omega_i^v) = 0, \tag{4.12}
\]
and that
\[
\lim_i P(\Omega_i^d) = \lim_i \sum_{j=1}^{N_i} P(\Omega_{i,j}^d). \tag{4.13}
\]
Moreover we claim that for every $1 \leq j < N_i + 1$ we have
\[
\lim_i P(\Omega_{i,j}^d) = P(Z_j), \tag{4.14}
\]
and $Z_j$ is an isoperimetric region in $X_j$.

In order to prove (4.12) and (4.13) we argue verbatim as in the proof of [15, Step 4 of the Proof of Theorem 4.6]. Indeed, it is only needed the Bishop–Gromov comparison for volumes and perimeters, and mass splitting result in Theorem 3.3.

In order to prove (4.14) and the fact that $Z_j$ are isoperimetric, we again argue verbatim as in [15, Step 4 of the proof of Theorem 4.6]. Indeed, it is only needed the continuity of the isoperimetric profile, proved in Lemma 2.23, the mass splitting result in Theorem 3.3, and the fact that isoperimetric regions are bounded, see Theorem 2.20.
At this stage of the proof we have shown that the first three items of the statement hold, indeed see the first line in (4.2), Theorem 3.3 and Theorem 2.20, (4.8) and (4.9), and (4.14) and the line after (4.14).

Step 2. We now claim that fourth item of the Theorem holds.
Indeed we already know from (4.7) (and the last condition in (4.2) when \(N < +\infty\)) and from Theorem 3.3 that
\[
W = \sum_{j=1}^{N} \mathcal{H}^N(Z_j), \quad V = \mathcal{H}^N(\Omega) + W.
\]

Moreover by Theorem 3.3, (4.13), and the third item of the statement we also deduce
\[
I_X(V) = \lim_i \left( P(\Omega_i^c) + P(\Omega_i^d) \right) \geq P(\Omega) + \sum_{j=1}^{N} P(Z_j) = I_X(\mathcal{H}^N(\Omega)) + \sum_{j=1}^{N} I_X(\mathcal{H}^N(Z_j)).
\]

On the other hand, we are exactly in the hypotheses for applying (2.18), that yields
\[
I_X(V) \leq I_X(\mathcal{H}^N(\Omega)) + \sum_{j=1}^{N} I_X(\mathcal{H}^N(Z_j)).
\]

Hence equality holds, and this completes the proof of the fourth item of the Theorem.

Step 3. We now prove that \(\overline{N}\) is finite. Let us suppose for the sake of contradiction it is not.

For every \(\ell \geq 1\) let us call \(V_\ell := V - \mathcal{H}^N(\Omega) - \sum_{j=1}^{\ell} \mathcal{H}^N(Z_j)\). Hence \(V_\ell \to 0\) as a consequence of the second equality in (1.1).

Taking into account Theorem 2.20 we have that \(Z_1\) has interior and exterior points in \(X_1\). Let us now apply Item (i) of Theorem 2.21 to \(Z_1 \subset X_1\). We get that there exist constants \(\eta_0 := \eta_0(Z_1)\) and \(C := C(Z_1)\) such that for every \(\eta \in [0, \eta_0)\) there is a set \(\tilde{Z}_1 \supset Z_1\) such that
\[
\mathcal{H}^N(\tilde{Z}_1) = \mathcal{H}^N(Z_1) + \eta, \quad P(\tilde{Z}_1) \leq C\eta + P(Z_1).
\]

Since \(V_\ell \to 0\) as \(\ell \to +\infty\) we have that there exists \(\ell_0 \in \mathbb{N}\) such that \(V_\ell < \eta_0\) for every \(\ell \geq \ell_0\). Let us now fix an arbitrary \(\ell \geq \ell_0\).

Let us apply Theorem 2.21 as described above with \(\eta = V_\ell\). We obtain \(\tilde{Z}_1 \subset X_1\) such that
\[
\mathcal{H}^N(\tilde{Z}_1) = \mathcal{H}^N(Z_1) + V_\ell, \quad P(\tilde{Z}_1) \leq CV_\ell + P(Z_1).
\]
(4.15)

By Proposition 4.1 it follows that
\[
I_X(V) \leq P(\Omega) + P(\tilde{Z}_1) + \sum_{j=2}^{\ell} P(Z_j).
\]
(4.16)

We now aim at proving that
\[
I_X(V_\ell) + P(\Omega) + \sum_{k=1}^{\ell} P(Z_k) \leq I_X(V).
\]
(4.17)

Indeed, from the first equality in (1.1) we get that
\[
I_X(V) = P(\Omega) + \sum_{k=1}^{+\infty} P(Z_k),
\]
and hence (4.17) is equivalent to proving
\[
I_X(V_\ell) \leq \sum_{k=\ell+1}^{+\infty} P(Z_k),
\]
which directly comes from (2.18), since \( V_\ell = \sum_{k=1}^{+\infty} \mathcal{H}^N(Z_k) \) by the very definition of \( V_\ell \) and the second equality in (1.1), and since the \( Z_k \)'s are isoperimetric regions for every \( k \geq \ell + 1 \).

Putting together the inequalities in (4.15), (4.16), and (4.17), we get that, for every \( \ell \geq \ell_0 \), the following inequality holds

\[
I_X(V_\ell) \leq CV_\ell. \tag{4.18}
\]

We now aim at showing that (4.18) gives a contradiction for \( \ell \geq \ell_0 \) large enough. Indeed, as a consequence of Proposition 2.22, we have that there exist constants \( \vartheta, \Theta > 0 \) such that

\[
\mathcal{H}^N(E) \leq \vartheta \quad \Rightarrow \quad \left( \mathcal{H}^N(E) \right)^{1/N} \leq \Theta P(E), \tag{4.19}
\]

for every set of finite perimeter \( E \). Since \( V_\ell \to 0 \), for \( \ell \geq \ell_0 \) large enough we have \( V_\ell \leq \vartheta \).

Thus (4.19) implies that, for \( \ell \geq \ell_0 \) large enough, the following inequality holds

\[
I_X(V_\ell) \geq \Theta^{-1} V_\ell^{1/N}. \tag{4.20}
\]

Finally, for \( \ell \geq \ell_0 \) large enough, (4.18) and (4.20) are in contradiction, since \( V_\ell \to 0 \), thus showing that \( N \) must be finite.

\( \square \)

We conclude this part by proving Corollary 1.3, which generalizes the previous estimate in [58].

\textbf{Proof of Corollary 1.3.} Exploiting Theorem 1.1 and Theorem 1.2, it is proved in [17, Proposition 4.15] that the isoperimetric profile of RCD\((K,N)\) spaces is strictly subadditive for small volumes. More precisely, there exists \( \varepsilon = \varepsilon(K,N,v_0) > 0 \) such that whenever \((Y,d_Y,\mathcal{H}^N)\) is an RCD\((K,N)\) with \( N \geq 2 \) and \( \inf_{y \in Y} \mathcal{H}^N(B_1(y)) \geq v_0 > 0 \) then the profile \( I_Y \) is strictly subadditive on \((0,2\varepsilon)\).

Let \((X,d,\mathcal{H}^N)\) be a noncompact RCD\((K,N)\) space such that \( \mathcal{H}^N(B_1(x)) \geq v_0 \) for every \( x \in X \). Let \( V > 0 \) and let \( \Omega_i \subset X \) be a minimizing (for the perimeter) sequence of bounded sets of volume \( V \). Let \( N, \Omega, Z_j, X_j \) be given by applying Theorem 1.1. Let us also denote \( Z_0 := \Omega \) and \( X_0 := X \) here.

We claim that \( \mathcal{H}^N(Z_j) < \varepsilon \) for at most one index \( 0 \leq j < N + 1 \). Indeed, suppose by contradiction that \( \mathcal{H}^N(Z_k), \mathcal{H}^N(Z_l) < \varepsilon \) for some \( k \neq \ell \) with \( 0 \leq j,k < N + 1 \). Then we get

\[
I_X(V) = \sum_{j=0}^N P(Z_j) = I_{X_k}(\mathcal{H}^N(Z_k)) + I_{X_\ell}(Z_\ell) + \sum_{j=0}^{N} I_{X_j}(Z_j)
\]

\[
\geq I_X(\mathcal{H}^N(Z_k)) + I_X(\mathcal{H}^N(Z_\ell)) + \sum_{j=0}^{N} I_{X_j}(Z_j)
\]

\[
> I_X(\mathcal{H}^N(Z_k) + \mathcal{H}^N(Z_\ell)) + \sum_{j=0}^{N} I_{X_j}(Z_j)
\]

\[
\geq I_X(V),
\]

where we applied Proposition 2.19 and the strict subadditivity of \( I_X \) for small volumes, leading to a contradiction.

We therefore conclude that \( N \leq 1 + V/\varepsilon \). \( \square \)
Lemma 5.2. Let \( \tilde{I}_X^\infty(V) := \inf \left\{ \liminf_i P(E_i) : m(E_i) \to V, \forall \text{ ball } B, E_i \cap B = \emptyset \text{ for } i \text{ large enough} \right\}, \)
\[
\tilde{I}_X^\infty(V) := \inf \left\{ \liminf_i P(E_i) : m(E_i) \to V, \lim_i m(E_i \cap B) = 0 \forall \text{ ball } B \right\}.
\]

We call \( \tilde{I}_X^\infty \) the isoperimetric profile at infinity of \( (X, d, m) \) and \( \tilde{I}_X^\infty \) the isoperimetric profile at infinity volume-wise of \( (X, d, m) \).

In the previous definition, we obviously have that \( \tilde{I}_X^\infty \leq I_X^\infty \). Under the following regularity assumptions on the space \( X \), we can prove that the converse holds. The notion of isotropicity was introduced in [11, Definition 6.1]. We remark that all RCD\((K, N)\) spaces with \( N < \infty \), are isotropic PI spaces; cf. [23, Example 1.31(iii)].

**Lemma 5.2.** Let \( (X, d, m) \) be a noncompact metric measure space. Assume that \( (X, d, m) \) is PI and isotropic, then \( \tilde{I}_X^\infty = I_X^\infty \).

**Proof.** Let \( V \in (0, m(X)) \). We need to prove that \( \tilde{I}_X^\infty(V) \geq I_X^\infty(V) \). Let \( E_i \subset X \) be such that \( m(E_i) \to V \), \( \lim_i m(E_i \cap B) = 0 \) for any ball \( B \), and \( \lim_i P(E_i) = I_X^\infty(V) \). Fix \( o \in X \). For any \( k \in \mathbb{N} \), since \( \int_0^k P(B_r(o), E_i^{(1)}) \, dr = m(E_i \cap B_k(o)) \to 0 \), using also [16, Corollary 2.6], we find \( i_k \in \mathbb{N} \) and \( r_k \in (\frac{1}{2}, k) \) such that
\[
m(E_{i_k} \cap B_{r_k}(o)) < \frac{1}{k}, \quad P(B_{r_k}(o), E_{i_k}^{(1)}) < \frac{1}{k},
\]
\[
P(E_{i_k} \setminus B_{r_k}(o)) = P(E_{i_k}, X \setminus B_{r_k}(o)) + P(B_{r_k}(o), E_{i_k}^{(1)}).
\]

Setting \( F_k := E_{i_k} \setminus B_{r_k}(o) \) we get that
\[
I_X^\infty(V) \leq \liminf_k P(F_k) \leq \liminf_k P(E_{i_k}) = \tilde{I}_X^\infty(V).
\]

Let us now show a couple of inequalities involving \( I_X \) and \( \tilde{I}_X^\infty \).

**Lemma 5.3.** Let \( (X, d, m) \) be a noncompact isotropic PI space. Assume that the isoperimetric profile \( I_X \) is lower semicontinuous, then \( I_X \leq \tilde{I}_X^\infty = I_X^\infty \) and
\[
I_X(V) \leq I_X(V_1) + I_X^\infty(V_2), \quad \forall V_1 + V_2 = V,
\]
for any \( V \in (0, m(X)) \).

**Proof.** Assuming that \( I_X \) is lower semicontinuous, then
\[
I_X(V) = \inf \left\{ \liminf_i P(E_i) : \lim_i m(E_i) = V \right\},
\]
for any \( V \in (0, m(X)) \). Hence, recalling Lemma 5.2, then \( I_X \leq \tilde{I}_X^\infty = I_X^\infty \).

Now let \( V_1, V_2, V \) be fixed as in the statement. Fix also \( \varepsilon > 0 \). Let \( E \subset X \) such that \( m(E) = V_1 \) and \( P(E) \leq I_X(V_1) + \varepsilon \). Let also \( E_i \subset X \) such that \( m(E_i) \to V_2, E_i \cap B = \emptyset \) for any ball \( B \) for large \( i \), and \( P(E_i) \leq I_X^\infty(V_2) + \varepsilon \). Up to subsequence, there is a diverging sequence \( r_i > 0 \) such that \( E_i \cap B_{2r_i}(o) = \emptyset \) for any \( i \), for some \( o \in X \), and
\[
P(E \cap B_{r_i}(o)) = P(E, B_{r_i}(o)) + P(B_{r_i}(o), E^{(1)}), \quad P(B_{r_i}(o), E^{(1)}) \leq \frac{1}{i},
\]
where we used [16, Corollary 2.6] and the coarea formula. Letting $F_i := (E \cap B_{r_i}(o)) \cup E_i$, then $m(F_i) \to V$ and then

$$I_X(V) \leq \liminf_i P(F_i) \leq \liminf_i (P(E) + P(E_i)) \leq I_X(V_1) + I_X^\infty(V_2) + 2\varepsilon.$$  

By arbitrariness of $\varepsilon$, the claim follows. \qed

The following theorem is a slight empowered version of Theorem 3.3, where we allow that the volumes of the minimizing sequence are not fixed, but just tend to a fixed value $V$. The proof is obtained arguing verbatim as in the proof of Theorem 3.3, but we need an additional hypothesis on the continuity of the isoperimetric profile. We skip the details for the sake of brevity.

**Theorem 5.4.** Let $K \leq 0$, and let $N \geq 2$. Let $(X, d, \mathcal{H}^N, x)$ be a pointed noncompact $\text{RCD}(K, N)$ space.

Assume that the isoperimetric profile $I_X$ is continuous and let $\{\Omega_k\}_{k \in \mathbb{N}}$ be a sequence of Borel sets such that

$$\lim_k \mathcal{H}^N(\Omega_k) = V, \quad \lim_k P(\Omega_k) = I_X(V),$$

for some $V \in (0, \mathcal{H}^N(X))$.

Hence, up to passing to a subsequence, there exists a finite perimeter set $\Omega \subseteq X$ and a sequence of finite perimeter sets $\{\Omega^c_k\}_{k \in \mathbb{N}}$ and $\{\Omega^d_k\}_{k \in \mathbb{N}}$ such that the following holds.

(i) There exists a diverging sequence of radii $\{r_k\}_{k \geq 1}$ such that

$$\Omega^c_k := \Omega_k \cap B_{r_k}(x), \quad \Omega^d_k := \Omega_k \setminus B_{r_k}(x).$$

(ii) We have that

$$\lim_{k \to +\infty} (P(\Omega^c_k) + P(\Omega^d_k)) = I_X(V).$$

(iii) $\Omega$ is an isoperimetric region and

$$\lim_{k \to +\infty} \mathcal{H}^N(\Omega^c_k) = \mathcal{H}^N(\Omega), \quad \lim_{k \to +\infty} P(\Omega^c_k) = P(\Omega). \quad (5.1)$$

We now conclude the section by proving the equivalent criterion for all minimizing sequences to compactly converge to a solution of the isoperimetric problem without loss of mass.

**Proof of Theorem 1.4.** We start from the implication $(1) \Rightarrow (2)$. Let $\Omega_k \subset X$ such that $\mathcal{H}^N(\Omega_k) \to V$ and $P(\Omega_k) \to I_X(V)$. Let $r_k, \Omega^c_k, \Omega^d_k, \Omega$ be given by applying Theorem 5.4. If by contradiction $V_2 := \lim_k \mathcal{H}^N(\Omega^d_k) > 0$, then

$$I_X(V) = P(\Omega) + \lim_k P(\Omega^d_k) \geq I_X(\mathcal{H}^N(\Omega)) + I_X^\infty(V_2),$$

contradicting (1).

It remains to prove that $(2) \Rightarrow (1)$. Let $V_1 + V_2 = V$ with $V_2 \in (0, V]$. We consider the case $V_2 < V$, the case $V_2 = V$ being analogous and simpler. Suppose by contradiction that $I_X(V) \geq I_X(V_1) + I_X^\infty(V_2)$.

Let $E_j \subset X$ be such that $\mathcal{H}^N(E_j) = V_1$ and $P(E_j) \leq I_X(V_1) + \frac{1}{j}$, and $\tilde{E}_j \subset X$ such that $\mathcal{H}^N(\tilde{E}_j) \to V_2$, $\tilde{E}_j \cap B = \emptyset$ for any ball $B$ for large $i$, and $P(\tilde{E}_j) \to I_X^\infty(V_2)$. Arguing similarly as in the proof of Lemma 5.3, for any $j$ we can find $i_j \geq j$ and a diverging sequence $r_j > 0$ such that

$$P(E_j \cap B_{r_j}(o)) = P(E_j, B_{r_j}(o)) + P(B_{r_j}(o), E_j^{(1)}), \quad \mathcal{H}^N(E_j \cap B_{r_j}(o)) \leq \frac{1}{j}, \quad P(B_{r_j}(o), E_j^{(1)}) \leq \frac{1}{j},$$

and $\tilde{E}_{i_j} \cap B_{2r_j}(o) = \emptyset$ for any $j$, for some $o \in X$. Letting $F_j := (E_j \cap B_{r_j}(o)) \cup \tilde{E}_{i_j}$, then $\mathcal{H}^N(F_j) \to V$ and then

$$I_X(V) \leq \liminf_j P(F_j) \leq I_X(V_1) + I_X^\infty(V_2) \leq I_X(V),$$
where the last inequality is the absurd hypothesis. Hence we can apply (2) on the sequence \( \{F_j\} \), which then admits a subsequence converging in \( L^1(X) \). However, the sets \( E_{ij} \)'s are diverging and their measure converges to \( V_2 > 0 \), hence no subsequences of \( \{F_j\} \) can converge strongly in \( L^1(X) \), contradicting (2).

We conclude with some comments on the isoperimetric profile at infinity \( I^\infty_X \).

**Remark 5.5.** Let \((X, d, \mathcal{H}^N)\) be a noncompact \( \text{RCD}(K,N) \) space. Assume there exists \( v_0 > 0 \) such that \( \mathcal{H}^N(B_1(x)) \geq v_0 \) for every \( x \in X \). Let

\[
\mathcal{F}_\infty := \{(Y, d_Y, \mathcal{H}^N_Y) : Y \text{ is a pmGH-limit at infinity along } X\},
\]

and let \( X^\infty := \bigsqcup \mathcal{F}_\infty \) be the disjoint union of the spaces at infinity along \( X \). Defining

\[
I_{X^\infty}(V) := \inf \left\{ \sum_{i \in \mathbb{N}} P(E_i) : E_i \subset Y_i \in \mathcal{F}_\infty \forall i, \sum_{i \in \mathbb{N}} \mathcal{H}^N(E_i) = V \right\},
\]

for \( V \geq 0 \), one can prove that \( I^\infty_X = I_{X^\infty} \). Indeed, the equality follows arguing similarly as in the proof of Proposition 4.1.

In case hypotheses on the asymptotic behavior of the space \( X \) are assumed, for instance in case the space is GH-asymptotic to some limit (see [51, 37, 64, 15]), then one clearly can identify \( I^\infty_X \) more explicitly.
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